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Abstract

In a world that is slipping towards a global energy crisis as a result of a heavy dependence on
depleting fossil-based fuels, investment in projects that promote energy efficiency will have a strong
return on investment not only economically but also socially & environmentally. Firms will directly
save significant amounts of money on their energy bills and besides, contribute to slowing down the
environmental degradation & global warming by diminishing their carbon footprint. In the global
contest to achieve high levels of energy efficiency, IT sector is no exception and telecommunication
companies have developed new approaches on how to develop more efficient data centers and
cooling systems in the past decades.

This paper describes an ambitious project carried out by TeliaSonera to develop a highly-energy-
efficient cooling approach for data centers called "Green Room". It is important to realize that
Green Room approach is not specifically limited to data centers. It is designed to support any sort of
"WHFKQLFDO VLWHp LQ QHHG RI DQ HIILFLHQW FRROLQJ V\VW
used in this paper is expandable to a huger category of technical sites. As the hypothesis, Green
Room was expected to generate appropriate temperature level accompanied with effectual steady air
flow inside the room while using considerably lower amount of electricity compared with other
cooling methods in the market.

To begin with, an introduction is given to familiarize the readers with the concept of "data center"
and immediately preceded a concise discussion in Chapter 2 providing convincing reasons to
promote energy-efficient projects like Green Room from economic, social and environmental points
of view. The chapter is complemented by a comprehensive part attached to this paper as Appendix
l. In Chapter 3, the different cooling approaches currently available for datacenters is looked into.
Chapter 4 describes how it is possible to assess the efficiency of a data center cooling system by
introducing critical values such as PUE (power usage effectiveness) and COP (Coefficient of
performance). Understandably, it is of great significance to determine how accurate the
measurements carried out in this project are. Chapter 5 provides useful information on
measurements and describes uncertainty estimation of the obtained results.

Chapter 6 explains the test methodology and continues by touching on the components of Green
Room and their technical specifications. Subsequently, it compares the Green Room approach to
other cooling systems and identifies five major differences making the Green Room a distinctive
cooling method.

Chapter 7 explains the measurement requirements from the point of view of sensors, discusses the
calibration process and finally represents the uncertainty calculations and their results. Chapter 8
broadly describes the five different categories of 25 independent tests carried out within a period of

almost two weeks. It provides the readers with all the necessary details for each test and includes



thorough description of conditions, numerical results, calculations, tables, charts, graphs, pictures
and some thermal images.

Ultimately, the last two chapters summarize the results of this project and assess its degree of
success based on the hypothesis of this paper. Consequently, a number of questions have been
raised and relevant suggestions made to modify this approach and improve the results. Surprisingly,
the values obtained for efficiency of this cooling system are as expected. However, some part of
calculations to achieve the total power load of the whole cooling production system is based on
estimations acquired from software simulations. Overall, this is considered as a successful project
fulfilling the primary expectations of the founders.
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1. Introduction

In the beginning, it seems to be necessary to describe what it is meanGvidthVaD &nid @y H U

it is crucial to establish an efficient cooling system foretURDG GHILQLW LaRdataV XJJH V
center is a centralized repository, either physical or virtual, for the storage, management, and
dissemination of data and information organized around a particular body of knowledge or
pertaining to a particular busine¢$ech Target, 2011). However, the concept which is referred to

as a data center in this report is a facility that accommodates computer systems and a wide range of
components and devices such as routers, servers, power conditioners, backup systems & etc.

In particularin WKH SDVW ZKHQ GDWD FHQWHUV:- HQHIOQWHFRQV XP S\
(0.8-1 kw/nmj), acomplicated solution was not required for cooling purposes. A dramatic increase in
computing capabilities in data centers has resulted in a corresponding increase in rack and room
power densities. Nowadays, data cemieesgy consumption can rise to 1006tAN10 kW/nT).

As Figure 1 shows, the heat load of Data center devices will continue increasing.

. Tape Storage Storage Servers

Compute Servers (2U and Greater) Compute Servers (11, Blade and Custom)

30 @

20

Heat Load in kW Per Rack

1992 1994 1956 1958 2000 2002 2004 2006 2008 2010 20z 2014

Figure 1: Heat Load per Rack Trend for Datacenter Component (ASHRAE, 2008)

Due to this certain increase in power demand of IT datacenters, Green Room technology must have
a much higher cooling capacity than the current one in the company. Using specific measurement
WHFKQLTXHV GHVFULEHG LQGQHHQ BRRFPW HUF SRIRYD BHO WWH R
efficiency will be analyzed & evaluated.

The rising demand for IT services accompanied with the increased density of equipment and devices
resulting from Mo H-V ODZ KDYH REOLJDWHG WKH ,7 FRPSDQLHV
representing more efficiency in energy consumption. This demand for connectivity and digital
information as a result of increased reliance on information is increasing so rapidly that th
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performance of IT devices cannot catch up with it on its own and quantity of such devices (modems
e.g.) in data centers should be increased too. On the other hand, the rising concerns about the
environmental impact of unsustainable use of energy resources and the consequent carbon footprint
have raised the alarm for IT sector to move towards green energy management.

To add insult to injury, the excessive dependence of industries on fossil-based resources has lead to
over-extraction of fossil fuels in recent decades and estimates by scholars suggest that a global
energy crisis is on its way. Data centers are the vital parts of IT organizations providing them with
their necessary services such as data storage, networking and computing. Consequently, In terms of
energy consumption of an IT company, the data centers have a big share too.

As Schulz (2009) have discussed, IT organizations need to support their business growth but
simultaneously, have to deal with the impacts of their PCFE especially their footprint. (Power,
cooling, floor space & environmental health and safety) He later acknowledges that in general, IT
firms have not prioritized environmental sustainability in connection to their PCFE. First of all, the
rapid growth in density of IT equipment in data centers simply means more electricity is needed to
power them up. Although this increased density helps the companies to more efficiently use the
floor space but their associated heat load literally outstrips the conventional cooling ®ystems. T
exemplify this growth, according to Datacom (2005), rack power density (kW/rack) has been up
more than five times from 1995 until 2005.

In addition to the growing power costs, the other significant issue in a data center is to provide a
strong cooling system to keep the mean temperature of the room below the recommended level to
prevent mal-function. Donowho believes that more than eighty percent of datacenter managers have
identified thermal management as their greatest challenge. It has not been impossible for companies
to install powerful cooling systems capable of meeting the primary cooling needs but the major
problem has been inefficiency of those cooling solutions. For instance, if the functional capability
(including storage & processing) of a data center needs to be inctE®éethbysame percentage
improvement is needed for the efficiency.

The unreasonable cooling costs are easily capable of increasing the total cost of ownership and
operation to the point that it surpasses the primary cost of the IT equipment itself. Energy costs
(including cooling and thermal management) make up a great portion of a datacenter operational
cost. In typical IT data centers, nearly half of the electrical power is consumed for cooling purposes
and consequently, nearly half of the power consumption cost for data centers is spent on cooling.
(Schulz, 2009) To raise the energy efficiency of data center, both the power and cooling systems
need to be focused upon, improved and the layout of the racks in the room as well as the
components inside the racks must be taken into careful consideration.

TeliaSonerav "*UHHQ 5RRPp LV SXUSRVHO\ GHVLIJQHG WR SURPR)
RSHUDWLRQDO DVSHFWV RI WKH FRPSDQ\WMhRI®aHODaAWITRQV 6L
firm, any progress within its structure means general improvements in the whole system. Green
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Room will significantly reduce the carbon footprint and interestingly improve the public image of
the company which is of great importance particularly in Swedish culture.

Data center Server hardware Server loads
Resource
IT Load Processor usage rate

Power and Power supply,
Cooling memory, fans, Idle
planar, drives . . .

Figure 2: Distribution of Energy Consumption in a Typical Datacenter

More contribution to the green movement in industries will open new possibilities for collaborations
with other IT firms from around the world and this certainly will accelerate the movement towards
sustainable development. The main focus of this paper will be on the operational improvement and
savings in energy consumption as well as progress in computational performance & finally,
extending the lifetime of the devices.

Moore's Law (1959/1 .5, Sources: Intel, IBM, TI, Polsson)
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2. Major Reasons for Promotion of Energy Efficiency in 21st Century

It is obviousyQHFHVVDU\ WR WKRURXJKO\ GLVFXVV WKH LPSRUWD((
perspective but first, it seems interesting to briefly point out to different aspects of this project from

a higher vantage point. On their agenda, TeliaSonera has paid particular attention to be as
environmentally-friendly as possible. Interestingly, achieving a sustainable development in IT sector
not only benefits the environment but is also advantageous from economic and social points of
view. Importance of providing an efficient network access and green telecommunication in
7H O LD 6 R Q HWbsinesy Manhidy\obligdtes to take other consequences of energy policies into
serious consideration.

In fact, besides the likely huge economic savings of a super-efficient cooling system like Green
Room, other positive impacts of such projects will be touched upon in this paper. As it has been
widely debated nowadays, global environmental changes accompanied with an unprecedented
population growth and heavy dependence on fossil-based energy resources, have raised serious
concerns about the future of energy.

Continuous use of energy especially when the main energy resources are non-renewable, have
significant environmental and economic impacts on the companies and the environment they are
working in. These impacts are likely to be worsened mostly by three significant factors which are
climate change, energy scarcity and population growth. In his book, Peter Newman (2000) points
RXW WR WKUHH XQZDQWHG " EO DhiRded YoZCliatq.clakde Fgeak)dd 6@ W R |
the crash.

It seems necessary to provide evidence for huge global changes occurring at the moment and which
are expected to have even more intense effects in the not too distant future. These changes will
occur both in urban and rural areas but since most of IT service providers and clients are city-
dwellers, the main concentration of this chapter regarding the motivation for energy-saving will be
on urban areas. In other words, the global issues concerning energy consumption are narrowed
down to the cities unless their occurrence in rural and uninhabited locations perceptibly affects the
urban life.

The other reason for concentrating mostly on cities is that because of higher concentration of firms
providing energy-hungry services, the cities represent a higher capacity of energy consumption
compared with rural areas. It should not be forgotten that due to the fact that most of IT
headquarters and data centers are located in cities, expansion of IT is widely considered as an urbar
phenomenon.

On the other hand, the main purpose of this paper is to focus on Green Room and it is not
supposed to be a comprehensive guide on the outcomes of current global trends affecting the
availability of energy resources. Hence, this chapter has been summarized into a few pages to avoid
diversion from the core topic. However, the thorough version of this part has been represented in
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this paper as Appendix | to provide the readers with a higher viewpoint regarding green projects like
this.

Four significant reasons are identified to promote energy efficient projects like Green Room in all
possible sectors:

Population Growth, Urbanization & Skyrocketing Demand For Services & Energies
Climate Change, Environmental Degradation & Increasing Carbon Footprint
Energy Insecurity

Economic Savings & Financial Profitability.

HowbdE

The first three are considered as undesirable global trends which each of them alone are enough to
trigger intense universal problems if not immediately dealt with. Unfortunately, the simultaneous
occurrence of all these issues has set the alarm bell ringing earlier than expected. The immediate
advantage of a project like this for companies will be the considerable amount of money saved for
them.

In the last part of Appendix I, a rough financial study is carried out to estimate the amount of
money expected to be saved as the result of implementation of Green Room concept in most
TeliaSonera datacenters in Sweden and around the globe. Some assumption were made including at
average PUE of 1.68 in Sweden and 2 in other parts of the world which TeliaSonera is operating in.

&DOFXODWLRQV ZHUH PDGH EDVHG RQ 7THOLD6RQHUD: -V HOHF
in Sweden alone and worldwide. As a result of these primary calculations, it is concluded that more
than 64 millions SEK will be saved per year if a PUE of 1.1 is achieved by implementation of Green
Room in TeliaSonera datacenters in Sweden. In addition, approximately 24 million USD can be
saved if this technology is applied to all TeliaSonera datacenters all over the world. However it must
be reminded again that these calculations were not supposed to provide exact figures and are solely
carried out to prove the profitability of Green Room concept.

For more details about the financial study and the assumptions and rate used, refer to Chapter 4 of
Appendix | (Economic savings & Financial Profitability)



3. An Overview of Data Center Cooling Methods

3.1. Cold Aisle/Hot Aisle Approach

After the discussion on importance of cooling systems in datacenter from the point of view of
energy-saving and risk-reduction, it is sensible to touch upon these cooling systems in more details.
Today, most of the advanced datacenters use some sort of cold aisle/hot aisle approach to segregate
the cold and hot exhaust air. Basically, the aim is to cool down the hot exhaust air produced by the
devices, sufficiently deliver it back to all devices so the internal temperature of the equipment remain
below the maximum safe temperature. Transformation of hot exhaust air into cold air is performed
by Computer Room Air Conditioning (CRAC) units or simply air conditioners (AC). Theoretically,
this system works very well but in practice, it encounters problems such as integratiordof cold an
hot airflow which reduce the efficiency of the energy consumption. The most known problems
occurring to cold aisle/hot aisle system are hot-air recirculation and hotspots.

Recirculation is the condition when hot exhaust air flows back into the equipment intake air stream.
(Donowho) It is obvious that higher operating temperature of the room simply means waste of
energy. Another problematic condition which usually occurs at conventional Cold Aisle/Hot Aisle
systems is bypassed cold airflow and it happens when the cold air which is supposed to cool down
the equipment, bypasses them and directly goes to the hot aisle.

Since usually the cold air is delivered to the devices from the tiled raised access floor between the
two rows of racks, insufficient supply of it leaves the devices close to the top of the cabinets
considerably warmer. The perforation in the tiles might be problematic due to the pressure
differential they cause. It should not be neglected that although most of the datacenters use a raised
floor approach consisting of vented tiles, a similar ceiling based approach is not uncommon.

$00 WKH SUREOHPV PHQWLRQHG DERYHURDIQ VER [@d@HUD Q G\
waste of energy. To create enough sufficiently-cold air to all devices in the cabinets, several factors
play the prominent role:

1. Strong AC units capable of extracting enough hot air and then cooling it down to generate a
sufficiently-low-temperature cold air.

2. The size of the tiles and the amount of perforation in them must be optimal. It means the
perforation in the vented tiles in plenum must allow enough momentum for the cold air to
be delivered to the cabinets. It is recommended to fully remove the vented tiles from hot
aisles, high-heat and open areas. In low heat areas, dampers can be used in helping to deliver
lower amounts of air through the vented tiles.

3. The overall layout of the datacenter is of considerable significance and an improper layout
leads to inefficient utilization of air conditioners. In fact, geometrically-asymmetrical
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distribution of racks with respect to the air conditioners will dramatically disturb the airflow
pattern leading to inefficiency. This disturbance happens because the pressure in the aisles
drops, while pressure goes high at the end of the aisles leading to recirculation and creation
of hot spots. The condition worsens when recirculation zones forces the hot exhaust air
back to the devices. (Patel, Bash, 2002)

Unfortunately most of the times, fulfilling all the requirements mentioned above in datacenters is
not achievable and besides, their fulfilment does not guarantee an energy-efficient result. In
practice, there is still one other problematic issue which seems to be far more difficult to be dealt
with. Due to the heterogeneous mix of hardware in the racks, the heat load of the devices is not
uniform imposing non-uniform cooling loads on CRAC units in the data center.

To be more specific, non-uniform heat load of devices is likely to impose over-capacity cooling
loads on one or more CRACs in the room and this make the air conditioner unable to meet their
primary cooling specifications. As Patel & Bash (2002) have touched upon it, the serious problem is
that heat load distribution in a conventional datacenter unpredictably changes both in time and
space. The design of the room can add insult to the injury by limiting the air distribution
contributing to further complication in heat load distribution.

This changing heat load manipulates the hot air flow patterns inside the room and finally causes
unwanted under- or over-provisioning by CRAC units. Under-provision happens when the CRAC
unit supplies air flow with unacceptably-high temperature leading to hot spots and further waste of
energy. On the contrary, over-provision occurs when CRAC operates below its capacity and because
it is technically designed to take more loads with the same power consumption, it is literally wasting
energy too. As a result, two major problems which datacenter air conditioners face are under- and
over-provisioning both wasting energy and contributing to inefficiency of the cooling system.

Since usually heat loads in the racks are impossible to be uniformed (due to the inevitable
heterogeneous mix of devices), an offered solution to reduce the CRAC energy consumption is to
design air conditioners with variable capacities. (There are sites that have exceptionally managed to
have an even distribution of devices in the racks. Google e.g.) This variability enables them to
provide the proper amount of cool air consistent with the momentary energy flow pattern of the
room. It also seems to be a good idea to help the cool air bypass the generated heat by considering
big openings in the racks. It is noteworthy to say that the air always takes the path of least resistance
(Reliable Resources, 2010), and the perforated doors can provide more resistance than the open
space around the equipment and this simply lets the exhaust hot air to be forced towards the devices
again which is certainly not favorable. In addition, due to the air-pressure reduction they cause, cut-
outs in the raised floor are not favorable either and it is strongly suggested to block them for more
efficient air flow in the system. Recirculation of the exhaust air can be significantly reduced by
considering partitions in ceiling of the room.



To achieve a higher efficiency, several general strategies have been recommended and adapting ther
in the right way can dramatically help data centers to function more efficiently and hence, less costly.
As the first simple step and at a smaller scale, choosing the latest technology providing energy-
efficient components like power-saving multi-core processors, high-efficiency power supplies and
power regulators seems to be an obviously good beginning.

$V WKH QH[W VWDJH LW LV KLIJKO\ UHFRPPHQGHG WR LGHQW
and nearly isolate them from rest of the devices and then apply additional cooling toolg specificall

to these equipments. Later it will be discussed that due to the asymmetrical distribution of heat and
the cold air in the room, many areas of the aisles enjoy the right functional temperature and devices
adjacent to them will not face overheating. As a result, increasing the cooling burden of the whole
room will unnecessarily add energy consumption.

3.2. Major Components Used for Cooling: CRACs, RDHXs, HVACs & AHUs

CRAC and HVAC equipment can be implemented in many different ways depending on the cooling
strategies in datacenter. For instance, they can be deployed around the edges of a room, at the edge
and in the middle of a room, and in lines, with equipment arranged in hot and cold aisles. Some
companies install the cooling equipment on top of the cabinets specifically if the floor space is
VKRUWHU WKDQ XVXDO ")RUFHG DLUp RU OLTXth&cahbR&EOLQJ L
cooling. (Schulz, 2009) In addition to the main cooling units in datacenter, supplemental cooling
options like water or refrigerant heat exchangers are proved to be useful if managed in the proper
way.

There is another solution in the market called the Rear Door Heat Exchanger (RDHX) which can
be used as a replacement for or alongside with CRAC systems. When the chilled water infrastructure
is installed, RDHX can be a favorable solution because the dissipated heat bypasses the CRAC unit
and will be more efficiently sucked up by the chillers. To touch upon the HVACs a little bit, they
generally tend to be more efficient than CRAC units if they are centrally installed. The reason why is
that systems are larger and more amenable to taking advantage of no-cost cooling when outside air
temperatures are satisfactorily low to provide some or all of the cooling obligations. (Ebbers, 2008)

Another cooling unit which is proved to be useful is AHU or Air Handling Unit. Its primary job is
to deal with the outside temperature and whether to cool or heat it. The recent low-energy AHUs
can increase the efficiency by reclaiming a portion of the already-conditioned air.
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Figure 4: Typical Raised-floor-based layouts for data centers (Ebber, Galia, 2008)

3.3. Effective Cable Management & Its Impact on Cooling Efficiency

The main impact of a proper cable management on the cooling conditions in a datacenter is
definitely provision of a better airflow. In addition, there are other benefits rewarded by a good
management which are simplified maintenance and time saving. By keeping cables grouped together,
airflow beneath the floor is less blocked and the resulted better air flow increases the efficiency of
CRAC and HVAC systems. Implementation of effective cable management is not confined to the
raised floor and it preferably includes inside the cabinets and equipment racks too. In general,
obstructions beneath the raised floor (including cables) are likely to increase the static pressure and it
has a negative effect on the way the airflow pattern is designed to function. Cable management is
certainly not spatially limited to under-the-raised-floor cabling and it also suggests using overhead
and vertical trays to reduce the number of cables which means reduced obstruction beneath the
floor as well.
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To assess how much improvement the Green Room will award Teliasonera, it is definitely needed to
evaluate the current situation to precisely calculate the progress. Basically, there are four important
efficiency indicators primarily used to evaluate the progress which are:

1. The data center infrastructure efficiency (DCIE)
DCIE = (IT equipment power / total facility power) x 100%
2. The power usage effectiveness (PUE)
PUE = Total facility power / IT equipment power
3. The Coefficient Of Performance (COP)
COP = IT equipment power / total cooling power
4. The Rack Cooling Index (RCI)
DCIE is the reciprocal of PUE: DCIE = 1/PUE

.7 HTXLSPHQW SRZHU LQFOXGHV WKH ORDG WKDW LV DVVRI
servers, storage, and network equipment) and supplemental equipment (such as keyboard, video,
and mouse switches; monitors; and workstations or mobile computers) that are used to monitor or
RWKHUZLVH FRQWURO WKH GDWD FHQWHU p (EEHUV *DOHD

As simply as its name tells us, Total Facility Power includes everything including the IT equipments
themselves and their supportive components like Uninterruptible Power Supply (UPS), generators,
Power Distribution Units (PDU), batteries, CRACs, pumps, storage nodes, lighting & etc.

It is interesting to know that the average DCIE does not exceed 44%. In great conditions, it reaches
60% (Ebbers, 2008) but going higher than that, requires extraordinary measures to reduce waste of
HQHUJ\ RQH RI WKH PDLQ SXUSRVHV RI WKLV SDSHU LV WR
or not. It is crystal clear that DCIE indicates the efficiency of the total facility and does not provide

an insight into efficiency of the IT components. The main concern of this project is to efficiently
deal with the heat naturally produced as the system is operating. For some reasons, it is believed that
air is a very inefficient cooling medium and liquid cooling should be sensibly preferred over air
cooling. (Ebbers, 2008)

In fact, when liquid is used to cool the server or the rack by letting it crossing their interface, higher
amounts of heat will dissipate compared to air cooling. The simple scientific explanation is that one
liter of water is capable of absorbing nearly 4000 times more heat than the same volume of air. On
the other hand, it adds significant costs and complexity to the data center, due to the fact that piping

system need to be constructed. Moreover, what adds more complicity is the need to switch or
10



transport IT equipments to another places and replace them with new equipment in the racks with
different specifications. This becomes very hard and complicated when using fluid cooling due to
the fixing and inflexibility of the implemented pipes. And even more concerning point is that liquid
cooling can raise safety concerns due to proximity of fluid to the IT devices and possible risk of
leakage. For all these reasons, liquid cooling is usually not preferred and its usage is limited to specia
high density conditions lacking other solutions.

It is noteworthy to mention that sometimes for particular cases, liquid cooling can be a good idea
especially when dealing with an existing data center with a limited cooling capacity because of its
infrastructure. In the Green Room project, a totally new solution for these high density racks will be
developed and it might indirectly use liquid for better cooling. Air that air will be the heat removal
fluid from the rack but additionally, liquid may be used to remove the hot exhaust flow out from the
room. This will be discussed in further chapters in this paper. (Patterson & Fenwick 2008)

Cooling an IT data center is basically a thermodynamic problem. There is a heat source which is the
server (or router) and a heat sink which is typically the outdoor environment. In real life, there are
other sources of heat in a data center but they are very small & negligible compared to the heat from
the servers and other IT equipments. In many cases where the heat sink temperature is too high or
very unstable for efficient energy transfer, a chiller system is used. It can create a low temperature
intermediate sink (such as chilled water) and will transfer the heat eventually from low temperature
intermediate sink into the final sink (This is often done with a refrigeration cycle).

In the Green Room design, a chiller system might be nBatlatbre importantly, more efficient
cooling production of the chilled water will be given much higher priority. Systems such as
geothermal cooling and free cooling that will have much higher efficiency than chillers but with
much higher limitations of using them (usually geographic limitations). Refer to Chapter 6.2.2.3 fo
more about cooling production methods.

As discussed before, a way to express the efficiency of the system is to find the power usage
effectiveness. The closer PUE is to 1, the more efficient the system. In other words, the amount of
additional energy needed to accomplish adequate transfer of the heat energy from the server to the
outdoors must be calculated. As mentioned, the total facility power includes the IT equipment
power and everything el$e be more specific, the remaining power is used mainly for cooling but
also as electricity loss in UPSs, switchboards, generators, power distribution units, batteries and etc.
For simplification, these power losses are combined and referred to as UPS power loss in this
repat. In addition, other componentsO hBuded andt consists of lighting, fire protection

system, air purifier and so on. In this report, only the consumption of the air purifier will be
considered as other power losses in PUE calculations, and the other facters are delieberately
neglected.

Therefore,
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In the overall system, the additional energy (or cooling energy) is demanded by the following
processes:

1) Energy used for cooling production in order to produce the chilled water used by the
system. This is done by chillers in most parts of the world but can be done in a much
efficient ways such as using geothermal system or simply free cooling (refer to Chapter
6.2.2.3).

2) Energy used by the pump rack (refer to Chapter 6.2.2.2), which is mainly the power used by
the pumps in order to pump the cold water for heat exchange to take place.

3) Energy used in order to move the fluids (air in this case) that will be used to carry the heat
between the source and the sink. This will be done using fans, thus there is a need to find
how much power the fans are using.

Summing up, PUE can be now expressed as follows,

2L 24 E 2aanua0 aaaxEogeaaL 20482 KooA0E72604
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The Coefficient of performance is also another way to see the cooling efficiency of the whole
system. It is generally used for heat pumps efficiency, but in data centers it is expressed as the total
computers power to be cooled divided by the total cooling power required, therefore,

2Af
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From the above formula it can be seen that the lower cooling is needed, the larger the value of COP
and the higher the efficiency.

Another important metric measuring the efficiency of the cooling system in data centers is The Rack
Cooling Index (RCI). RCI determines how effectively the equipment in the room are cooled by
using thermal guidelines and standards. It is of great siginficance to measure the cooling efficiency in
a data center because it provides valuable data leading to a better thermal management. An effective
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thermal management reduces the waste of energy and also prevents hot spots capable of harming
the equpment and causing downtime.

The interesting point about this index is that it can be applied to many thermal standards for data
centers. In fact, RCl is a measure of compliance with ASHRAE/NEBS temperature specifications.
The RCI is also addressed in ANSI/BICSI Standard 002-2011 and The Green Grid (2011) Data
Center Maturity Model. These data center standards suggest recommended and allowable inake
temperatures to make sure all the equipment in the room are fuuctioning in the proper conditions.

To develop this index, some key characteristics have been included in the formula to achieve a high
compliance. This includes a meaningful measure of rack cooling having a potential to be represented
graphically, easily understood numerical scale in percentage, avoiding giving undeserved credit for
over-cooling, indication of potentially harmful thermal conditions and being suitable for both
computer modeling and direct measurements. This metric squeezes the temprature into two values
RCI (Hi) and RCI (Low). These two numbers are represented in percentage and if they both equal
100%, it is verified that all temperatures are within the recommended range which is referred to as
"Full compliance".

Table 1: Rating for RCI values

I 100 %

Good .

Acceptable 91-95 %
”

The basic formulas to measure the,RCRCI, , are:

4%4L ds F 6KP=H 1RAN 6AIL
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Achieving a RGJ of 100% means no temperature above the maximum recommended level has
been recorded. Similarly, RGlof 100% indicates that no temperature below the minimum
recommended level has been noted. Interpretation of both 100% RCls is that all the recorded
temperature points in the room have been within the safe recommended range. Understandably, an
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RCl, =96% means that 4% of the recorded temperatures have been above the maximum
recommended level which is a disadvantage.

Rack Intake
Temperature
Max Allowable Y /
Under Coaled /
Max Recommended 1
Recommended | Allowable
Range Range
Min Recommended 3
Over Cooled /
Min Allowable F———-—-f""""
i
Rack Intake # N

Rack Intake

Temperature
Total
Max Allowable Over-Temp
Max Recommended Total
Under-Temp

Min Recommended | e

Min Allowabl

Rack Intake # N

Figure 5: Diagrams illustrating the concept of RCI
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5. An Overview of Measurement

5.1. Introduction

Measurement by definition is the process of estimating or determining the magnitude of a quantity.
Measurement analysis comes from the need of experimentation. Experimentation is very important
in all phases of engineering thus the need for the engineer to be familiar with measurement methods
as well as analysis techniques for interpreting experimental data. Experimental techniques have been
improving with the development of electronic devices, and nowadays more measuring methods with
better precision are available. Moreover, further development in instrumentation techniques is
expected to be very fast due to the increasing demand for measurement and control of physical
variables in a wide variety of applications. Due to the existence of this wide range of experimental
methods, the engineer should have a fair knowledge of many of them as well as the knowledge of
many other engineering principles in order to perform successful experiments.

He must be able to specify the physical variables to be investigated, then designing and using the
proper instrumentation for the experiment, and finally he should be able to analyze the data by
having knowledge about physical principles of the processes being investigated and of the limitation
of the data. Furthermore, measuring skillfully certain physical variables is not enough. The engineer
should calibrate his instrument to make sure he is receiving correct data. Also, for the data to have
maximum significance, the engineer should be able to specify the precision and accuracy of his
measurements. Possible errors that may occur should be as well specified.

Statistical techniques can be used to analyze the data and to determine the expected errors and the
deviations from the true measurements. Finally, the engineer must take enough data but should not
waste time and money by taking more than enough. For all these reasons, experimentation is
considered to be very difficult. (Holman, 2007)

5.2. Definition of Some Terms (UNIDO, 2006)

Hysteresis

A devise is said to exhibit hysteresis when it gives different readings of the same measured quantity,
sometimes by simply changing the angle of approach. This can be the result of mechanical friction,
magnetic effects, elastic deformation, or thermal effects.

Accuracy
How close the result of a measurement is to the true value of the measured quantity.
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Precision
How close the results of successive measurements are to each other if the measurement is
performed under the same conditions of the same measured quantity?
These conditions are called repeatability conditions and include the following:
9 The same measurement procedure
The same operator
The same measuring instrument, used under the same conditions
The same location
Repetition over a short period of time

©O© © O ©

Case 1 Case 2 Case 3
Case 1 is an example of Case 2 is an example of Case 3 is an example of
precise but not accurate accurate but not precise both precise and
accurate

Figure 6: Precision vs. accuracy

Reproducibility

How much the result of a measurement is close to the successive measurements of the same

measured carried out under changed conditions

The changed conditions of measurement may include:
9 Different measurement principle

Different method of measurement

Different operator

Different measuring instrument

Different reference standard

Different location

Different conditions of use at a different time

O © © © O ©
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Figure7: Repeatability & reproducibility

Least count
The least or the minimum value of a unit that can be read in a displaying devise

Resolution
The smallest difference between indications of a displaying device that can be meaningfully
distinguished

Uncertainty

It represents a range associated with the result of measurement which characterizes the dispersion of
an infinite number of values inside this range. Its numerical valle lis @s ¢WhereG ¢, & the

assigned uncertainty of the value of the meadufamt example, if the uncertainty of a devise

reading temperature is + 0.5°C. If the measured temperature is read as 4°C, this means that the

actual or true value of the temperature is somewhere between 3.5 and 4.5°C. Uncertainty is slightly

different from error even though in some contexts they are considered the same. UgcBstainty

always a positive value; error can be positive or negative. Also, error indicates the knowledge of the

correct value and uncertainty the lack of knowledge of the correct value.

5.3. Selection of Measuring Instruments

The measuring instrument is considered the most important part of the measurement process, and
thus, careful selection of an accurate instrument is of great significance in any experimentation.
Wrong selection can lead us to wrong results that will lead us again to incorrect decisions. Having in
mind that the selection of measuring instruments depends on the measurement to be performed
three general characteristics are provided and considered to be used as selection criteria. First, the
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selected instrument should have the range to cover the range and magnitude of the parameter to be
measured.

Secondly, the resolution of the measuring instrument should be small enough in a way to be smaller
than the minimum unit of measurement of the parameter. Finally and most importantly, the range of
accuracy or uncertainty of the measuring instrument should fulfill the required accuracy of the
parameter to be measured. In order to check this, an uncertainty analysis will be done for different
measuring instruments and the best instrument will be selected to be used based on how much error
or uncertainty can be allowed and based as well on the cost of the instrument. Usually, the smaller
the uncertainty for an instrument, the better and more expensive it is. More about uncertainty
analysis will be discussed later in this report.

5.4. Calibration

Calibration is an essential process to be done in any measurement process. It is done to make sure
that the value of the quantity being measured displayed on a measuring instrument is accurate and
reliable, by checking the instrument against a known standard. The procedure involves comparing
the instrument with either a primary standard, a secondary standard with a higher accuracy than the
instrument to be calibrated, or a known input source. Note that a primary standard establishes the
value of all other standards of a given quantity; therefore a secondary standard is when the value has
been established by comparing it with a primary standard.

To have a better idea about calibration, here comes an example of calibrating a temperature
indicator. The temperature measuring system will be composed normally of a sensor (thermocouple,
thermistor, etc), a compensating cable and an indicator or scanner. Or it can be simply mercury or
an alcohol thermometer. In both cases, calibration is done by creating a stable heating source then
comparing the temperature reading of the unit under calibration with a standard thermometer. The
stability of the heating source in this case is very important and it should be checked as well.

5.5. Uncertainty analysis

As mentioned before, the need to calculate the uncertainty is necessary to ensure the reliability of the
data captured by checking that the accuracy requirements are met. Reasonably, experimental
uncertainty is defined as the possible value the error may have. This uncertainty may vary a lot
depending on the errors and the conditions of the experiment. The following are some of the types
of errors that may cause uncertainty in an experimental measurement with some basic solutions.
(Holman, 2007)
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Causes, Types and Solutions of Experimental Errors: (Holman, 2007)

1) Error caused from misconstruction of the instrument. Most of these errors should be caught
and eliminated by the experimenter easily.

2) Random errors that may be caused by personal fluctuations, random electronic fluctuations
in the equipments, friction influences, etc. These errors are hard to avoid and they will either
increase or decrease a given measurement. They usually follow a certain statistical
distribution, but not always. Performing several trials and averaging the results can reduce
their effect.

3) Fixed errors causing repeated readings to be in error by about the same amount, usually for
an unknown reason. These errors are sometimes called systematic errors or bias errors.
Sometimes, the experimentalist may use theoretical methods in order to estimate the
magnitude of the fixed error. As an example, a miss-calibrated instrument can cause a fixed
error. Since this error alwayX VKHVY WKH UHVXOW LQ RQH GLUHFWLRQ
by repetition and averaging. Its effect can be reduced by changing the way and condition the
experiment was carried out, such as using better equipment, changing laboratory conditions,
etc.

It is worthy to mention as well the human error which is not a source of experimental error, but it is
rather an experimenter error. Human error can include misreading an instrument, not following
proper directions, wrong calculations, etc. These errors must be avoided taking into consideration
that the experimentalist is skilled and familiar with the process.

Uncertainty Estimation and Calculation:

Estimating the measurement uncertainty will need a detailed knowledge about the measurement
process and its source of variation, and knowledge about the accuracy and precision of the
measurements performed.

Now suppose a set of measurements is made and the uncertainty of each measurement is estimated
If these measurements are used to calculate some desired result, then the result R will be function of
independent variabldga ga1a a 4. T

Thus:4 L 4 s8da/aagT

Let Sg be the uncertainty of the result 8Bgla $4 & § ®e the uncertainties of the variables. If
the uncertainties of the independent variables are given with same odds, then the uncertainty of the
result can be calculated using the following formula,

SEL§@555§E@ES6§E®E§JSéf
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6. Test Preparatior& Technical Overview of Green Room
6.1. Methodology

7R HYDOXDWH WKH DFFXUDF\ RI 7THOLD6RQHUD: -V K\SRWKHVL)
to reach the expected efficiency level, it was inevitable to build a test room to assess the technology
from all the possible aspects. In this chapter, necessary information regarding the construction of
the room and its components such as the cabinets, racks and cooling system will be provided.

Green Test Room has been built to simulate a real-life high-density datacenter with all its
sophistications. As Figure 8 demonstrates, two rows of racks each consisting of 10 identical cabinets
are installed in room. In addition, two rows of SEE coolers have been set up parallel to the
equipment racks and they represent a distinctive approach to the datacenter cooling methods
compared to the conventional designs in other datacenters. This distinctiveness will be thoroughly
discussed in the chapter completely dedicated to the cooling components of the system.

Right beside the datacenter, another room containing the power consumption indicators and some
other measurement devices has been built. The complete list of these measurement devices plus the
sensors they use to determine the power load, temperature & pressure will be provided in Chapter 7
(PreMeasurement Requirements & Uncertainty Analysisgms to be necessary to mention that

both AC & DC electricity supplies are needed to run all the components of the Test Room.
Moreover, 8 ®dwer Roomucontaining the switchboards controlling the provided electricity for the
whole system & also UPSs (Uninterruptible Power Supply) responsible for back-up electricity for
AC- & DC-run components of the system has been separately constructed.

Finally, a room specifically dedicated toMhé/ W H P -NclSsy$Resis built and it is responsible

not only for pumping the cold waterthe SEE coolers but also as a central unit communicating
with and connecting all the other temperature sensors (or devices) in the system. Later on in this
report, the pump rack itself will be talked over more in details.

After construction of the Test Room, there are several crucial steps to be taken before starting the
test and acquiring the necessary data. The first step is to make sure that all the sensors & devices
indicating the values for temperature, power load and pressure will work with the desired accuracy
and consequently, high reliability. As a result, a phase of calibration to achieve the maximum
correctness in the measurement process was completed. Afterwards, an uncertainty analysis
evaluating the accuracy of the data acquired throughout the test has been conducted. Both
uncertainty Analysis & calibration will be comprehensively touched upon in a separate chapter and it
will also list all the devices and sensors used in the measurement process.
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Subsequently, the major differences between the Green Test Room & a conventional datacenter
especially in terms of the physical construction and the cooling methods will be detected. Chapter
6.3will providea comprehensice description on what makes the Green Room distinctive from the
other common datacenters.

The power supply system of Green Test Room and its components including the switchboards, the

generators & UPSs will be described in this chapter later. Additionally, the Control System of the

room responsible for monitoring the environment in the racks and the aisles as well as the exact list
of the equipment used (e.g. routers, modems, dummy loads etc) and their specifications will be
discussed in the same chapter.
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6.2. Test Room Components

The Test Site is located in Stockholm, TeliaSonera has designed & constructed a complete
datacenter providing the necessary conditions to have a real-life test environment. The main part of
the constructioms the main room mostly consisting of the server racks, the coolers & optical fiber
distribution frames. In addition, several other rooms have been built to provide supplementary space
for installation of the pump rack, the switchboards, DC batteries, UPSs & other indispensible
elements necessary for running the test.

Besides, to get the instant temperature, pressure & power-load data to control the datacenter
environment & also to properly run the test, numerous sensors & measurement devices have been
put in place in different parts of the system. These sens@$i& LFHY PDNH XS D "'DW
nervousVA\VWHPu SURYLGLQJ WKH FUXFLDO LQIRUPDWLRQ QHHGH
Green Room. These components have been categorized & thoroughly touched upon in 4 major
groups of server racks, the cooling system, the power system & the control system

6.2.1. Server Racks

In total, two rows of racks have been symmetrically set up in the main room. Each row consists of
10 cabinets to keep the routers, servers & the dummy loads. On the first row, the first three cabinets
are similar to each other and taller than the rest of the cabinets in the room. Other 17 cabinets are
identical and the dimensions for each of them are 197 cm (heightjwit@h) & 120 cm (depth).

These cabinets have four stands generating approximately 4 cm of gap between their bodies and the
floor. To minimize the cold air escape from the cold aisles to the hot one, this gap will be sealed
with rectangular plates specifically designed for this purpose.

The distance between the rows is 1.5 meters. As the Figure 9 displays, in the first row of racks, the
1%, 2 & the 1@ cabinets are equipped with real devices. 16 of the remaining racks are each
equipped with 2 heaters (Dummy loads) and each consuming up to 12 kW of electricity. The only
remaining rack (number 1:2) is exceptionally provided with 4 dummy loads which totally generate up
to 48 kW of power load. In fact, the dummy loads are put in place to simulate the role of the real
telecommunication devices in terms of power consumption and heat generation.

The advantage of using dummy loads compared with real devices in the test is the considerable
reduced cost of test set up. It is crystal clear that if the company were using the real devices like
servers and routers in all the cabinets, the cost of test would rise probably to the point that it would
make it economically unreasonable. The drawback of using dummy loads is that their power and
heat load are unrealistically alike. In reality, due to uiagditierent equipment in the racks, the

heat load of racks in a datacenter is not identical and sometimes noticeably different.
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Each of these dummy loads consists of 6 heating plates inside them and one fan in their front parts.
Every single of these heating plates are capable of generating power load up to 2 kW and each of
WKHP FDQ EH PDQXDOO\ WXUQHG RIl RQ XVLQJ D GHGLFDWH
body. In fact, each heater can reach the maximum heat generation in 6 phases from 0 to 12 kW. To
obtain the temperature data from the heaters, each of them are equipped with two sensors on in the
inlet and the other one in the outlet. The outlet sensor is similar to the inlet one except the fact that

it is not covered with a plastic coating. Thus, the inltet sensor can tolerate temperatures up to 70 °C
but the other one bears the temperatures as high as 130 °C thanks to the removed plastic coating.

The other point concerning the real equipment used in the racks is that comparing their power
loads, heat generation and efficiency in this test is inevitable. In the first rack, a modern Core Router
(sized 54.4 x 132 x 91.9 cm) is used and consumes up to 8616 W of electricity, is powered by 47 V
DC & safely function in temperatures between 0 to 40° C. In the second rack adjacent to the first
one, another model of Core Router is employed (with theoretical power consumption of almost 7
kW, safe operational temperature range as same as the other mode and recommended ambient
temperature of 40 °C.

In the tenth rack from the same row, four Blade Servers enclosures are used to hold multiple
servers. Blade servers are used to save space and reduce the power consumption of the servers. Thi
model is powered up by single-phase, three-phase or a -48V DC power subsystem for flexibility in
connecting to datacenter power. C7000 can securely function in temperatures between 10 to 35 °C.
The c¢7000 enclosure is divided into 4 quadrants by the vertical support metalwork and within each
guadrant a removable divider is used to support half height devices. Two of these blade-systems
hold 16 Blade Server (8 ones each) and the other two hold 8 Blade Server of a different model each.
The system inlet temperature for all these 32 Blade Server is between 10 to 35 °C.As it was
mentioned, in all of the other 17 remaining cabinets, dummy loads are used to simulate the real
devices. Inside the cabivet Q XPHURXV "EOLQG SDQHOVu KDYH EHHQ XVF
to minimize the fresh-air loss and unnecessary air flow. Inside the cabinets and on the very top of
them, 4 major electricity outlets are installed to satisfy the need of the dummy loads for power.
Inside the cabinets on the sides, special cable holders are installed to minimize the exposure of cable
to the air flow and consequently reduce the air blockage. Each server rack has a smaller cabinet
placed between the main body and the ceiling.

This small compartment contains a control box, switches, LCD display, electricity outlets and cable
trays close to the ceiling. The control boxes on the top of the server racks own 4 inputs on the body
to meet the communication connections needs. These boxes are designed and produced by
+RQH\ZHOOE® DQG WKH\ FRQQHFW WKH VHUYHU UDFNV WR
(Described in Chapter 6.2.2.1) in the cold aisles. In terms of connectivity between the server racks,
JURP HYHU\ RI WKHVH FRQWURO ER[HV RQH SOD\V WKH UF
slaves (Figure 10 displays master and slave control box, including connections). As a result, there are
totally four server-rack masters in the room controlling 16 slaves. The way these server racks are
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connected to each other and also to the coolers will be thoroughly touched upon in part 6.2.2 of the
same chapter.

Between the top of the cabinets and the ceiling, special rectangular metal plates are designed and
tightly put in place to fully isolate the hot and cold aisles from each other. Finally, the doors of the
server racks are sufficiently perforated to let the cold air in with optimal flow rate.

Figure 9: Rack components in Green Room

FigurelQ: Control box for dummy heaters
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6.2.2. Cooling System

*UHHQ 5RRP-V FRROLQJ V\VWHP LV PDGH XS RI VHYHUDO FRP
separately and coonectedly. First of all, the CRAC units in the room which are referred to as SEE
coolers and are manufactured by collaboration of the company itself will be discussed. Afterwards,
the pump rooms containing the pump racks, heat exchangers and control system will be touched
upon. The cooling system inside the room must be supported by a cooling production system
providing the coolant. Cooling production can be entirely based on chillers or supported by green
methods such as free cooling or geothermal cooling.

This chapter also portrays the whole image of the cooling system by describing the cooling cycle and
the way it functions. Finally, some formulas are provided to familiarize the reader with effieciency of
the heat exchangers and their significance in the cooling cycle.

6.2.2.1. SEE Coolers

The cooling system used in Green Room project comprises two rows of coolers in the main room &

a pump rack in a room specifically designed for it. Each row is consisted of 5 identical SEE HDZ-3
coolers which are considered as one of the most efficient coolers specifically designed for high-
density datacenters in the world. Figure 11 illustrates a graph comparing the SEE coolers with some
of the most common CRAC units in the market from the point of view of cooling capacity and
power consumption. It is clearly noticeable that SEE coolers provide a high cooling capacity by
consuming much less electricity compared to its rivals. These coolers are developed and
manufactured through the cooperation betweehWK 7HOLDG6RQHUD DQG $,$E 7Kl
significant role in the development of this technology and remarkably contributed to its effective
design for higher energy efficiency.

These coolers have very low levels of carbon footprint and at the same time, are capable of
generating great amount of cold air by consuming a considerably low level of electricity. Other
advantages of SEE coolers are built-in redundancy & the minimum moving parts making them ideal
for producing high cooling effects.

Temperature of coolant varies between +5 and 20°C and it provides a cooling capacity of 18-56 kW.
According to the information provided by the company, HDZ-3 has a height of 326 cm and it
LQFOXGHYVY FRLO ZLWK WKH IDQ XQLW ’“7RSu "TRS %DVHu
brackets & has 3 connections on both sides. Its three fans generate airflow of 3.27m3/s & 62 dBA
of noise at 5 meters distance from the unit in a typical environment.
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Figure 11: Comparison between SEE coolers and three common CRAC units

Figure 12SEE HDA+ront Image & Sidebar
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The main control logic unit is integrated into the SEE rack and it controls all functions and manages
all optional add-on products in the installation. To facilitate controlling the cooler, an integrated
control unit supplied with different levels of functionality is placed inside the cooler. These two
rows of coolers are located 120 centimeters away from their adjacent rows of racks. (The widths of
the cold aisles are 1.2 meters)

To have the exhaust hot water in the coolers cooled down, all of them are connected to a pump rack
system in another room and this pump rack system itself is backed up by an identical redundant one
in an adjacent room to support the cooling system in case of malfunction of the first one. These
pump racks are more energy efficient than the average racks globally used because they do not use
any chillers to cool down the water and instead, they consist of the pumps, heat exchangers, control
valves, valves, filters and control logic unit delivering a cooling capacity of 60n7&0diian it

also boasts a COP (Coefficient of performance) of 73, including peak load cooling during the
summer. These pump racks are managed by a Siemens control system installed on them in the same
rooms.
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6.2.2.2. Air Purifier

One of the reasons for high efficiency of SEE coolers is the absence of a built-in filter to purify the
tiny particles in the environment. However, absence of such a filter inside the coolers needs to be
compensated by utilizing a separate air purifier in the room. In this project, a highly-efficient air
SXULILHU UHIHUUHG WR DV "&DP&OHDQHUu KDV EHHQ XVHG W

CamCleaner is capable of eliminating the tiniest particles in the room atmosphere by drawing air
from two directions. This device consumes up to 400 watts and is incl@ggg 4m relevant

power calculations in this paper. Figure 13 displays two images of this air purifier one while
operating in Green Room. This air purifier was placed in the hot aisle during the tests and is
LQFOXGHG LQ )LJXUH DV "$LU FOHDQHUUU

Figure 13CamCleaner Air Purifier
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6.2.2.3. Pump Rack Rooms

To cool down the equipment in Green Room, it is indispensible to pump the coolant (fresh water)

to the SEE coolers at an appropriate momentum. To achieve so, two pump rack rooms are designed
and constructed in the vicinity of the server room. Each of these two adjaosninaody
FRQWDLQV D SXPS UDFN DQG D 6LHPHQVE &RQWURO V\VWHP
thermal data from the whole system. To describe the components of these two identical pump
rooms more comprehensively, they will be broken down into 2 major groups:

1. Pump System
2. Control System

6.2.2.2.1. Pump System

The pump system designed for Green Room is a combination of different components
manufactured by several vendors. The main body of this system is a Pretec HNZ@E- SXP S

UDFN ZKLFK LV FRPSOHPHQWHG E\ WZR *UXQGIRVIEatSXPSV
H[FKDQJHU $KOVHOOE PDQRPHWHU DQG ILQDOO\ EXWWHUIC(
DQG ILOWHUYV PDQXIDFWXUHG E\ 9HQ Wdper&ion (DK (ASKXFE UDFN |
100130) and a backup one (B or TPE 100-130).

Pump Ais a three-Phase, Single-stage, centrifugal, in-line and single-headed pump. Its shaft seal is a
corrosion resistant maintenance-free mechanical seal and the pump is fitted with an IEC-flanged
three-phase MGE motor with frequency converter and Pl-controller integrated in the motor
terminal box. It means that no additional motor protection is required as both motor and electronics
are protected by integrated overload and temperature protection.

External sensor can be connected if controlled pump operation based on for example flow,
differential pressure or temperature is required. A control panel enables setting of required set point
as well as setting of pump to MIN or MAX operation or to STOP. Communication with the pump

is possible by means of Grundfos R100 Remote Control enabling further settings as well as reading
out of a number of parameters such as Actual value, Speed, Power input and total Power
consumption.

Pump B is a single-staged centrifugal pump which is single-headed and wear rings made out of
bronze. The pump motor is a three-phase AC-run one and it enjoys a top-pull-out principle for
easier maintenance. The only difference between these two kinds of pumps is that Pump A enjoys
an electronically speed-controlled motor with a built-in frequency convertor.
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Figure 14: Pump A & pump B

Figure 15: Pump Accessories

Each of the pump racks in the system enjoys a dedi328 brazed plate heat exchanger
manufactured by AfeaYDOE® 7KH EUD]JLQJ PDWHULDO VHDOV DQG KIF
contact points ensuring optimal heat transfer efficiency and pressure resistance. In addition, the
plate design guarantees the longest possible life. The heating surface consists of thin corrugated
metal plates stacked on top of each other. Channels are formed between the plates and corner ports
are arranged so that the two media flow through alternate channels, usually in countercurrent flow
for the most efficient heat transfer process.
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Figure 16: CB 200 Brazed-plate Heat Exchanger with example of connections

6.2.2.2.2. Control System

7KH FHQWUDO FRQWURO XQLWV PRXQWHG LQ SXPS URRF
comprehensively discussed in chapter 6.2.4.2.

6.2.2.3. Cooling Production

It is noteworthy that the whole cooling system of the green room (including the coolers and the
pumps) is supplied by a huge cooling production system dedicated to the whole building where the
test room is located. To calculate the key values of this test including the COP and PUE, it is
QHFHVVDU\ WR FRYHU DOO WKH FRPSRQHQWY FRQWULEXWLC
this objective, the electricity consumption of the coolers and the pump racks will be precisely
measured during the test.

On the other hand, the total cooling production for the whole building is available but
unfortunately, it is not feasible to accurately measure how much of the total load is dedicated to the
Green Room alone. To solve this issue, estmations have been made in order to calculate Green
5RRP:-V FRROLQJ SURGXFWLRQ ORDG IURP W Hkhd td3tYslelf@ DEOH V
2010 & 2011. In addition, TeliaSonera has developed software capable of simulating the cooling
production of its different datacenters according to their power loads and other determining factors.

In this report, this software has been used to estimate the cooling production backed up by chiller-
based system and geothermal.

In addition, the total amount of electricity needed to ba¢ckKUHHQ 5RRP:V FRROLQJ V\V\
estimated based on three different production methods resulting in three different estimated values
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for consumption. In practice, the Test Site facility which Green Room has been built in utilizes a
both chiller-based\ & WHP DQG ")UHH &RROLQJpu DV WXHhgFRRMMEL QJ SUR
building is totally dependent on the chillers because the current fred¢eminimge gifted by the

nearby lakekGRHV QRW SURYLGH VXIILFLHQW SRWHQWLDO WR VXS
However, during winter, temperature of the.ls&keZDWHU LV ORZ HQRXJK MR EH XW
a result, the cold water coming directly from the lake is taken advantage of and employed to support
the cooling production

It is crystal clear that free cooling is way more energy efficient, environmentally friendly &
economical than using chillers. Nevertheless, utilization of efficient non-chiller-based systems to
back up the datacenters around the world is tremendously limited to certain geographical locations
and climatic conditions. Therefore, many datacenters around the globe still have to use chillers as
the backbone of their cooling systems. In the best case scenario, free cooling will be both the
greenest and the most energy efficient method if the natural conditions are provided. However, if
free cooling alone is not sufficient, a combination of free cooling and geothermal is also a
sustainable method if the right climatic and geographical conditions are. grovidedance, one

of TeiD6RQHUD -V G D W Btbc¢kipMi Htilize® RiE iDaal ldadling@roduction system thanks

to its proximity to required natural elements to implement such systems). Since Te\laSdnétad Q
Room is supposed to be a universal solution, it is necessary to calculate the required electricity to
back it up from both points of view of chiller-, free-cooling-, & Geo-based systems.

First of all, the current cooling production method adopted in the Test Site will be studied and
afterwards, a cooling system reliant entirely on the most efficient chillers in the market will be
simulated and its power consumption will be estimatedy,Fmalooling system utilizing a
geothermal cooling method will be simulated in a separate part and all tted galogis will be
compared to each other in the end. To clarify this part, the table below will concisely describe the
details of all simulations to be carried out:
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Table 2: Different cooling methods to be considered for efficiency calculations and/or simulations

Internal Cooling System Related Chapters
Description | Calculations

Entirely Chiller- Chillers CRAC Units 6.2.2.32. 814
based

Test Site Summer Chillers SEE Coolers (Green 6.2231. 814
Room)

Test Site Winter Free Cooling SEE Coolers (Green 6.22.3.1. 814
eTTel(p i IN®elellgls] - Geothermal SEE Coolers (Green 6.22.32. 814
_ Cooling Room)

Cooling Method

Cooling
Production

Based on:

6.2.2.3.1. Current Cooling Production State in Test Site

Although TeliaSonera is currently conducting researches in order to see the potential of using an
underground geothermal cooling production in the Test Site, this section was made using
information on current cooling production of the Test Site both in summer and winter. Another
purpose is to find out about the exact cooling production load during the test period. As it was
mentioned before, the presented data will be used to calculate COP of the green room as the current
state in the Test Site.

Necessary data were provided and an estimation method was applied in order to assess the cooling
production used for operating only the Green Room in full load (around 350 kW) and half load
(around 160 kW).

As already discussdest Site cooling production is supplied with the free cooling provided by
nearby lake in most of the ya¢dowever during summer, free cooling is not a possible option and
therefore cooling production is supported by conventional chillers. Therefore, in order to estimate
the cooling production, the total electricity consumption of the site for years 2010 and 2011 as well
as the total IT equipments load were provided.

It should be considered that total energy comsumption will includes total computers load, total
cooling production, ventilation, lighting, personal usagetardowever, due to the fact that
electricity will be used mostly for cooling and IT equipments (computers) usage, all other factors can
therefore be skipped in order to estimate the cooling power usage for the Green Room.
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The following chart originate from the total site electricity consumption versus time throughout the
year. It is seen clearly from the below chart that the period that free cooling was not available, the
cooling production increases dramatically

Figure 17 Test Site electricity consumption chart summer highlighted

Also, a sudden increase in production in Weeks 37, 38 and 39 is quite noteacble. In fact, during
those weeks the test took place (test period from 13 to 29 September 2011) and this increase in
production is obviously a result of the extra load imposed by the Green Room test.

Figure 18Test Site electricity consumption chart, test period highlighted

In order to predict the extra cooling production for operating the green room in kW, two cases need
to be taken into consideration. First case considers the fact that the Green Room is operated in cold
outdoor conditions and thus free cooling is applicable. And the second case considers operation in
warm or hot outdoor conditions and thus free cooling cannot be applicable.

In order to find the best estimation, data of cooling load and cooling production per hour are
retrieved for different months. Having all data required, the following table was deduced,

Table 3: Test Site cooling production estimation for Green Room on full and half load

Cooling production Green Cooling production Green
Room Full Load (350 KV) Room Half Load (160 kV)
Free Coollng (Winter) 31.612 14.451

Chiller (Summer) 101.493 46.397
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6.2.2.3.2. Entirely Chiller-based Cooling Production System

As it was talked over before, most datacenters around the globe are dependent on industrial chillers
to remove the heat from the exhausted water. Principally, most of these datacenters utilize chillers
both to support the Cooling production & to use inside the rooms as CRAC units. It is generally
agreed on that using an entirely chiller-based cooling system is the least energy efficient option if
compared with other cooling methods such as geothermal cooling. However there is another
approach for such datacenters incapable of replacing their chiller-based system with a more energy-
efficient one.

These datacenters can still maintain the chiller-based system for cooling production but instead of
employing CRAC units inside the room, thé&) HHQ 5RRPu DSSURDFK LQFOXGLQJ
coolers) can be adopted. The current Green Room in the Test Site is a notable example of a
datacenter utilizing Chil&dDVHG FRROLQJ SURGXFWLRQ V\VWHP DQG "*Ul

However to compare the results acquired from Green Room Test to the dominant cooling method
in the market which is an entirely chiller-based cooling solution, it is inevitable to simulate the
FXUUHQW URRP:V FRQGLWLRQV IRU &5%$& XQLWV LQVWHDG RI

Based on a study conducted by TeliaSonera in 2010, the most efficient chiller which could be used
as the CRAC unitinsidd KH URRP zZDV PDQXIDFWXUHG E\ /LHEHUW (PHU
main types of chillers in the market: air-cooled and water-cooled chillers. Air-cooled chillers
consumes more power than water-cooled ones and are not proper choices for large-capacity
datacenters. Water-cooled chillers absorb heat from process water and transfer it to a separate water
source such as a lake or river

6.2.2.3.3. Combination of Geothermal and Free Cooling

Both Geothermal and free cooling are considered as renewable sources for cooling datacenters and
provide the operators with much lower operational costs by reduction or elimination of mechanical
cooling methodsGeothermal cooling is considered as a low impact alternative method to replace
the conventional chiller-based systems in geographical locations capable of supporting this
technology. The simple fact that it is categorized as a renewable resource, speaks of a sustainable
solution to be considered for datacenter cooling purposes. Geothermal cooling is a non-
consumptive system which means it not only uses the temperature gradient to provide cooling but
also minimizes the environmental footprint of the data centers.

In fact, the underground temperature of the earth tends to remain at a constantly low level which
creates a closed-loop cooling system waiting to be harnessed by construction of suitable pipes and
heat pumps. For large energy-hungry infrastructure such ad.a&OWgtH QVLW\ GDW-DFHQWH
FR XS OH G made\ vpyoHvertical wells under the ground is common to be used. These wells
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should be spaced anywhere from nearly 4.5 to 9 meters apart from one another and have a vertical
depth of up t®244meters. . (Heilman, 2011)

To avoid freezing during the winter, these pipes are buried below the frost line and create what the
HISHUWYV UHIHU W RJtiizstiob of getbidimadlLdadlir@ jachieves the most favorable
results if the datacenter is located in areas enjoying moderate climatic conditions. As Don Betty
IURP WKH $6+5%( F& Ehe BablogyDaxid @eledpaphy on the data center site is
appropriate, paybacks on the differences in system costs can be realized in energy savings in as little
DV IRXU RU ILYH \HDUV GHSHQGLQJ RQ WKH FULWLFDO ORDG}|

There are two down sidés geothermal cooling which both are avoidable with a proper
management. The first one is the heavier initial cost wlptved to be offset by the strong

return on investment thanks to considerably reduced maintenance and operational costs. The
second disadvantage is a potential thermal contamination happening when a constant load of a data
center space places the bore field in a constant heat sink mode. The consequent dead bore field is
unable to absorb more heat from the datacenter because the ground temperature has risen to a point
which cannot support any heat transfer.

As a result, geothermal potential does not exit everywhere and there are certain requirements to be
considered for establishment of this cooling method:

1. Geographical location & climatic conditions proving a suitable geological state
2. Datacenters with plenty of space surrounding them

Geothermal cooling systems use the earth as a source of coldness. A series of pipes, commonly
called a "loop," carry the coolant fluid used from the datacenter to the earth. From the point of view
of loops, Geothermal cooling system for datacenters can be implemented in different ways. Based
on the conditions, they can be open or closed and the latter can be constructed vertically or
horizontally. Open loop systems are generally simpler than closed ones but suffer from certain
disadvantages.

In open loop systems, cold water is drawn from an aquifer through one well and after being utilized
in heat transfer process at heat exchangers, will be discharged into the same source of water. The
drawback of this system is that in some areas, ground water chemical conditions can gradually
damage the heat exchangers. To prevent this from happening, it is usual to add certain chemical
compounds to the aquifer which raises serious environmental concerns due to ground water
contamination.

On the other hand, closed loop systems are not only more environmentally friendly but also more
economical, efficient and functionally reliable. In this system, water is circulated totally through the
pipes and is not streamed into the aquifer. Hence, there is no risk of chemical contamination and it
makes these systems environmentally sustainable. The length and depth of pipes in closed systems
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might vary depending on ground temperature, thermal conductivity of the ground, soil moisture,
and system design. (Finger Lake Institute, 2011)

For small sites enjoying sufficient available land, closed loop systems are often constructed
horizontally due to its cost-effectiveness. However, since many datacenters have a limited land
availability, vertical closed loop systems are preferable.1&gpmematically portrays three major

types of geothermal looping to be used for datacenter cooling purposes.

Figurel9: Three dominant approaches to geothermal cooling

6.2.2.4. }}o]vP ~C Cycle[e

Since this paper is primarily aimed at studying the efficiency of an innovative cooling system, a clear
and concise explanation of tHRsRROLQJ V\V W H P - VcorgitEndiesigriftance. e

cycle begins with the main coolant which plays a prominent role in most of heat cycles in cooling
systems. In Green Room, the main coolait FROG ZDWHU ZKLFK FRPHV GLUHF!
major cooling production. It is noteworthy that there are basically two ways to build a cooling
production to provide the system with a proper coolant

The most common one is to utilize chillers to remove the heat from the gas or liquid in the
refrigeration cycle. The common coolants used in various chiller-based applications are usually
ammonia, sulfur dioxide, and non-halogenated hydrocarbons such as methane.

Thereis a wide diversity of industrial chillers which can be used but since the purpose of this
chapter is not focusing on the chillers, they are touched upon very briefly in e dner
cooling production system (which is currently employed by Green Room) is called Geo Cooling and
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is not only more economical than the chiller-based systems but also more environmentally
sustainable. In should be considered that geothermal cooling system uses the earth as the heat sink
transferring the generated heat from the datacenter.

In this case, the proximity of the datacenter to a lake has been taken advantage of by employing its
cold water as the main coolank H WR 6 W R F N K RQlfions dn@ geedraphical I6dation,

lake:V ZDWHU H[SHULHQFHYV ORZ WHPSHU DNMsXEttal conditioR X JKR X
provides a great opportunity for building a cooling production system free of chemical coolants and
more affordable in terms of energy transfer costs.

As it is quite conspicuous in the sketch below, Green Room has utilized 2 pump racks working
simultaneously to pump up the cold water to the SEE coolers inside the room. Although only one
of these pump racks are sufficiently strong to support the whole room, they are employed at the
same time to avoid a complete cessation of cooling cycle as a result of an unpredicted failure of one
of them. As the picture shows, each pump rack includes two pumps called A (The main pump) & B
(The backup pump).

Right next to each pump rack, a heat exchanger is mounted to cool down the exhaust hot water
coming from the SEE coolers and diiedbrward to the pumps as the fresh cold water to be
delivered to the SEE coolers again. These Plate Heat Exchangers are principally working based on a
straightforward but effective princigds Figure20displays, each of these heat exchangers consists

of numerous frame plates to form channels. The heat coming from the SEE Coolers is transferred
through the plate between the channels and to achieve the highest feasible efficiency, a complete
counter-current flow is created between those plates.

The fans installed on the SEE coolers inhale the hot exhaust air from the datacenter and forward it
WR WKH FRRQ KKHDMWEXILIPKDQJIJHU ZKLFK LV JHQHUDOO\ FDOO
(Water to Air Heat Exchangers). Figure 21 shows a typicdbveatdreat exchanger manufactured

by $, $ EThis exchanger transfers the heat from the return hot air inhaled by the fans to the fresh
cold watered arrived pumped into the cooler. As a result there are two products of the process.

Firstly, the newly refreshed air which is blew back to the cabinets, cools down the equipment,
becomes the exhaust warm air and returns to the exchanger by the fans to lose enough temperature.
Secondly, the once-fresh exhaust water which has become considerably warmer after obtaining the
warmth of the inhaled exhaust air. This hot water is redirected to the plate heat exchangers close to
the pump racks to be cooled down and pumped back to the SEE coolers again.

This cooling cycle continues as long as the datacenter requires to be cooled down and the highest
FRROLQJ HIILFLHQF\ FDQ EH DFKLHYHG E\ ILQGLQJ WKH RSWL
fan speed.
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Figure20: Flow principle of a plate heat exchanger (Available lattp://local.alfalaval.com/en-us/key-
industries/fluid-power/oil-coolers/Documents/M10%20PHE%20-%20product%20data%20sheet.pdf

Figure21: Finned coil heat (water to air) exchanger manufactured by AlfAvailable athttp://www.aia.se
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6.2.2.4.1. Efficiency of a Heat Exchanger

Overall Efficiency

In order to determine or estimate the overall efficiency of a heat exchanger, firstly the heat transfer
for both hot and cold fluid needs to be calculated and therefore used to determine the heat loss to
the surrounding environment (or heat gain from the surrounding). In fact, if the average cold fluid
temperature is above the ambient room temperature, heat will be lost to the surrounding, and if
below the room or surrounding temperature, heat will be gained from the surrounding.

In heat exchangers used in Green rodaoling system, the average cold fluids temperature will be
lower than the surrounding temperature resuitiagheat transfer from the surrounding towards

the fluid. In addition, it is noted that the temperature difference between the cold fluid and the
surrounding is not considerably high (Max 8°C) resultngelatively low and probably negligible

heat gain. LeBfbe the heat power emitted by the hot fluid a8 the one absorbed by the cold
fluid, then,

3BL 165 Dysb Daal @H%E &b ®aa
3BL 16y D alo D sal 16H%E & 4lo & 4a
Where,
*6 & *6Mass flow rate of hot and cold fluid
Séé G nInlet and outlet enthalpies of hot fluid
édé% S Inlet and outlet enthalpies of cold fluid
ta@ raninlet and outlet temperatures of hot fluid
a&yasihlet and outlet temperatures of cold fluid

"¢ &’ 5 Specific heat of hot and cold fluid

The heat power gain from the surrounding is therefore the difference of the heat transfer between
the hot and cold fluid.

ook +B+ F 69

The heat gain can also be expressed as a percentage using the following formula,
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+ 8+
2haouk—= Hsrr :7;

+ B+

Note that in the above formula, the percentage will be higher than 100% for this specific case of
heat gain, but in case heat loss occurred, the percentage value would be less than 100%.

Moreover,in a perfectly isolated heat exchanger, all the heat emitted by the hot fluid will be
absorbed by the colder one, and thus the heat loss to the environment (or heat gain from the
environment) will be zero.

Temperature Efficiency

Finding the temperature efficiency of each fluid stream is also a proper way to evaluate and compare
the performance of a heat exchanger. To achieve so, the temperature difference in each fluid stream
is compared to the maximum temperature difference in both fluid streams; therefore, the
temperature efficiency of the hot and cold fluid is respectively,

) %éUéE@@aaégri_Psg
ol &JéUéIEQQDéUéBQer. ’

Braaeckao®avapac
L By
% GJéUérEQQ')éUéBQSg

rr:";

Mean temperature efficiency,

n L BES

Since the purpose of the heat exchangers in the green room is to cool the hot fluid, thus in this

report only hot fluid thermal efficiency will be calculated in order to compare different tests with
different variables. Refer to Chapter 8 for more details and calculation and data comparison.
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6.2.3. Power Supply, Backup & Distribution Units

Most of the elements of Green Room engaged in the test process run on AC power. However, both
Core Routers located in first two racks of the second row are supplied with DC power. The main
power room contains the electricity-supply devices distributing the power to SEE coolers, Dummy
loads and Blade Server. Adjacent to the AC-Power room, another room is located which a small area
of it is dedicated to a DC-Power generator feeding the Core Routers. Following a comprehensive list
of all the power-related devices is provided and each unit will be separately discussed in detail.

6.2.3.1. AC Power

1. HT-VWIOOYHUN 1IVVM|E $& 3RZHU 6ZLWFKERDUG LQFOXGLQJ
To ensure reliable electricyXxSSO\ WR *UHHQ 5RRP D 7 +& VZLWFKJHDU
WKH SRZHU URRP 7KLV ODUJH SDQHO HQMR\V 80* 6 RQ
devices installed on it and enhances system availability by letting more than one source to feed a
load. In addition to the measurement device, this switchgear includes a couple of components such
DV "$XWRPDWLF 7UDQVIHU 6ZLWFKHVu DQG "FXUUHQW OLPLW

Figure23: di,j "A]8 ZP & *P% %0C]JvP o SE&] ]8C 8} '"E v Z}}u
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(OFDP $% 6SHFWUD ,3 & 3RZHU 'LVWULEXWRU LQFOXGLQJ

In proximity to the Green Room, 8 power distributor cabinets of this kind have been installed to
ensure steady supply of 230 V AC to the SEE coolers and dummy loads inside the room. These
cabinets include fuses and quick-shut-down handles to increase the safety of the system.

Each of these cabinets enjoys an additional accurate EM24 DIN measurement device manufactured
E\ &DUOR *DYD]]L Gpha3ekdnardgy an&lyzetdenjoy built-in configuration joystick and
LCD displaying the current electricity load of the connected devices. IP 54 is managed by time
periods (t1-t2) and utilizes an automatic synchronization program. These measurement units have
been the main reference for collecting the power consumption of the server cabinets inside the
Green Room in this project.

Figure24: Two Spectra cabinets (left) & IP 54 measurement units on them (right)

(DWRQE&E 3: 836 VXSSRUWLQJ SXPS UDFNYV

This UPS supports up to 225 kW of load and its capacity is 25 minutes on full load.

(D W R @A5534PS supplying the Blade Server:

This unit supports up to 36 kW of load and can store power for 25 minutes with 1005 kW of load.
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6.2.4. Control System

Perhaps, one of the most significant components of Green Room is the control system which
connects the different parts of the structure to each other and provides detailed data necessary for
monitoring purposes. This control system is made up of different individual units, communication
protocol and central control units collecting the data. Basically, the control system of Green Room
operates in two main ways. First of all, different units in the system collect the data regarding the
temperature, pressure; fan speed and power load. Finally, these units present the data on their
displays and/or send it to the administrative control units using the communications protocol used
for the system.

7R IXO0\ XQGHUVWDQG WKH *UHHQ 5RRP:V HFRt@MVId&isvV\VWH P
of all the components involved and then, a picture demonstrating the overall scheme.

All components of the Control System can be categorized in three main groups:

1. Collecting Units
2. Central Processing Units
3. Communications Protocol

Each group will be carefully touched upon and their responsibilities will be clearly identified.

6.2.4.1. Collecting Units

To control the environment of the room, it is necessary to collect the data from different
components of it. In Green Room, several devices and sensors are put in place to measure, store
and transmit the data mainly contributing to temperature, power usage and pressure. Besides, there
are several additional sensors installed specifically for the test purposes. A complete list of the
sensors used in the room is provided in Table 5 in Chapter 7 of this report.

Each SEE cooler used in the room enjoys having a dedicated control panel with switches and LCD
display on t7/KHVH FRQWURO SDQHOV DUH GHVL hQHiGRyR@O @& GHYHC
charge of several tasks:

1. To identify the temperature and adjust the proper fan speed accordingly.

2. To notify the operators of unusual conditions by a warning system.

3. 7R DOORZ WKH RSHUDWRUV WR VHW WKH GLITHUHQW YDO
4. To send the data to computers for monitoring & controlling purposes

As it was discussed before, each pump room is comprised of one main pump (A) and one backup
pump (B). To regulate the desirable airflow inside the room, it is necessary to set the right pump

45



VSHHG IRU WKH SXPSV 7R DFKLHYH VR RQH SXPS FRQWURO
mounted in each pump room. These control units are not only responsible for adjusting the pump
speed but also collecting the necessary data from the SEE coolers and all the sensors used in both
SEE coolers and pump racks. In fact, this unit is playing the role of the brain of the nervous system
of the whole sensor-based network in this project.

Finally, all the dummy loads & hot-aisle ceiling sensors are controlled using the control panels
mounted in the two rows of cable racks above the cabinets. Totally, 16 Honeywell control units are
LQVWDOOHG LQ WKH ZKROH URRP +RZHYHU RQO\ Rl WKHV
PDVWHU XQLW VXSSRUWYV WKUHH "60DYHp RQHV G6LQFH WKH
another is not straightforward, the description about them will be accompanied by a few tables for
better understanding.

6.2.4.2. Central Processing Units

All the data collected from the SEE coolers, pumps, hot aisle temperature sensors and the heaters
are sent to a dedicated software which makes the monitoring possible outside of the room. This
software is directly connected to two Sielien$ HQWUDO FRQWURO XQLWYV LQ W
7TKHVH FRQWURO XQLWYVY DUH FRQVLGHUHG DV WKH EUDLQV F
required data by connecting different parts of the system to each other.

These units are programmed not only to receive and transmit the data to the operators but also to
act automatically if something serious unexpectedly happens.

TKHUH DUH ILYH "H[WUH P HwiHdR h&Sdomral R Wil take invhEdthtéJdagtRmin
response to them. To control these undesirable conditions, respective values have been calculated
and programmed in the unit. The table below provides a list of the critical values, the area which
they wil act and the exact response of the control unit to alleviate or stop them.
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Table4:~"}u }( §Z

V1 1A BV_T2_MAX

}vSE}o - C-fnatiens hRd/desetiption

0D[ &R RoGtletTasmp

Manually set, it is continuously compare
with the data received from the tempera
VHQVRUV RI HDFK FRRO
temp exceeds this value, the unit orders
respective fans to speed up to cool it do
until it drops below V1_1A BV_T2_MAX
again.

V1_MEAN_TR

V1_1A_RV_DIFFT

V1_1A CAIEF S

Mean Temp in Hot Aisle

Hot Aisle Temp Minus
H H D WhtetUrémp

Signal Sent From the
Control Unit to Fans

V1 1A RV_DIFFT is manually set (12°
and if the actual thermal differential
EHWZHHQ KRW iDléety&deeds
it, the unit orders the heatersDQV W
up resulting in a sufficient reduction in tk
“T.

V1 _1A_FAN_MIN

Min Fan Speed

The set value for minimum percentage c
WKH KHDWHUV:- IDQ VSH

intensity of the datacenter, this value is

estimated and does not allow the fans tc
automatically reduce their speed to lowe
than it.

V1V2V3B_FAN_S

" &ROG $LVOH H
speed

This value provides the opportunity to s¢
all fans of the first cold aisle function at
same speed if desired.

Heater Deactivation
Values

Max Temp of Hot Aisle,
$00 +HDWHU -V

Control Unit will automatically switch off
the heaters if one of these limits are
exceeded:

130°C<+HDWHUV:- RXWOHW
f& +HDWHUV:- LQOHW

58°C < Hot aisle temperature
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Figure 25: One of the two Siemens Central Control System in the Pump rack room

6.2.4.3. Communications Protocol

Electronic devices of Green Room are connected to each other using a serial ModBus for its
simplicity, availability and also lack of restrictions on transfer of raw bits, values and words. ModBus
connects all the sensors and value-collecting devices in the system to the supervisory computers
known as the Control Units in this paper.

6.3. Major Differences between Green Room & Conventional Datacenters

Before demonstrating the test process and its results, it is quite essential to compare the Green
Room to other conventional datacenters and detect the tangible differences in terms of the structure
of the room, rack layout, cable management and other determining factors.

If the Green Room accomplishes its mission to deliver a highly-efficient cooling method compared
to other cooling solutions in the market, it owes some considerable part of its success to the
structural features described below.
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6.3.1. A Better Air Distribution System

Unlike most of the datacenters constructed by the IT firms in the world, the Green Room design
surprisingly skips the conventional raised floor to deliver the cool air to the racks in hot aisles.
Instead of having a perforated floor to deliver the fresh cold air up to the racks from the bottom of
the corridor, the designers of the Green Room have preferred to utilize a normal floor with three
rows of ceramic tiles in each hot aisle.

There are some major reasons to make such a decision in construction of the room:

1. The conventional raised floors usually fail to deliver an optimal amount of cold air to racks
due to the disordered cable layout underneath the perforated tiles blocking the air flow path
up to the cabinets. In fact, the raised floors are also used to carry cables and electrical wirings
and overuse of them as a cable-management device certainly limits its cooling effectiveness.
IDverhead cable management typically presents less of a disruption to the delivery of cooled
air to the critical equipment, and the visibility of the cabling system aids in identifying and
rectifying cable-management challenges, such as cable aband@memcKinnon,

2009)

The other typical disadvantage of the raised floor is that depending on the density of the
devices in the cabinets, the amount of perforation on the tiles might not be enough to let out
sufficient cold air to the racks.

2. Since the raised floor delivers the fresh air from the bottom of the aisles, it is not surprising
to have higher temperatures at the top of the cabinets. In other words, the distribution of
cold air to the devices inside the racks is not even and it seems that equipment on the top
receive less cold air than the ones adjacent or closer to the floor. It is obvious that uneven
distribution of cold air is inefficient by its nature and must be avoided as much as it is
possible. In the Green Room, the parallel layout of the coolers to the cabinets at least
theoretically guarantees a more equal delivery of cold air to the racks.

3. Using a slab floor instead of raised one can maximize the available space and increase the
accessibility of maintenance devices and cables if they are mounted along the ceiling. In
addition, the slab floor with ceramic tiles is more stable and easier to keep clean while the
perforated floors are much likelier to let in the dirt and dust over time.

,Q IDFW W KH s*dgsigH QroddeRiRensiderably better air distribution in the room which
leads to a more efficient cooling cycle and the consequent cut in energy consumption.
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6.3.2. Aisle Sealing & Fluid-Mix Prevention

As it was discussed earlier in this report, one of the serious issues the datacenters face is the
unwanted mixture of hot and cold air. This problem usually occurs because hot/cold isle isolation is
often neglected during the construction of these datacenters. Theoretically, to minimize the
undesirable effects of mixture between the exhaust and fresh air, it is crucial to seal any gap in the
cabinet rows. This total isolation can be achieved by sealing:

Open spaces between the bottom of the cabinets and the floor

Gap between the top of the cabinets and the roof

Openings between the adjacent cabinets

First and last cabinets in each row with their neighboring walls

All the empty spaces left inside the cabinet after installation of devices

6. Any gap between the top of the coolers (where the fans are located) & the cold aisles

aprONPE

It should not be neglected that not all the sealing options mentioned above applies to all datacenters
operating nowadays. In many cases, depending on the approach of the datacenter designers, the
construction of the rooms can be quite different from the Green Room. For instance, some
designers do not consider any roof over the cold aisles or any walls tightly surrounding the
operational area of the datacenter. However, almost all the datacenter constructed based on
cold/hot aisle approach share many same similarities.

Green Room enjoys an acceptable sealing of the noticeable gaps leading to unwanted leakage of the
exhaust or cold air. However, to evaluate the effectiveness of having a 100% sealed system, different
degrees of sealing in the room will be examined during the test. To be precise, some parts of the
room will be intentionally left unsealed during specific tests to record the results, compare them and
reach realistic conclusions regarding the extent of the sealing really needed. After carrying out these
tests, the optimal amount of sealing and the exact places demanding the careful attention will be
discovered.

Figure 26 demonstrates the removable sealing parts of the system including the covering lids and
under-cabinet covers. In addition, after installing the devices inside the cabinets, there are always
empty spaces left uncovered. In this project, to cover most of these empty spaces over and under
WKH GXPP\ ORDGYV D FRQVLGHU b&e bee® xsPdEdd BotR sidex @ th® G 3D
racks. Nevertheless, there are still noticeable gaps left uncovered on the sides of the heaters and
surrounding the upper/lower blind panels. There are also narrow linear gaps between the blind folds
themselves and they definitely contribute to cold air leakage during operation of the coolers.
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Figure 26: The air flow inside Green Room & position of the sealing covers

At first glance, these small gaps might look unimportant but when multiplied by the total number of
racks in the room, their negative effect on energy efficiency of the system might be fairly large. Here,
the hypothesis is that covering all these remaining gaps will significantly reduce:

1. the adequate cooling load resulting in higher energy efficiency
2. T EHWZHHQ WKH FRROHiY: RXWOHW DQG KHDWHUYV -
3. T betweentheKHDWHUV:- LQOHW DQG RXWOHW LQVLGH WKH FLC

During the test, different combination of sealed and unsealed parts will be tried out and the results
will be compared to each other. On the two extreme conditions regarding the sealing, once all the
UHPRYDEOH FRYHUV LQ WKH V\VWHP ZLOO EH UHPRYHG WR U
theQ WKH URRP ZLOO H[SHULHQFH D ° VHDOLQJu E\ WDSLQ
and between the cabinets.
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Figure 27: Front Picture of a cabinet and position of the blind panels in it

6.3.3. Distinctive Layout of Coolers inside the Room

Unlike most of the hot/cold aisle approaches which place the coolers either along the width of the
datacenter or sometimes all 4 side&Green Room, SEE coolers are installed along the length of
the room parallel to the cabinet rows. There are several reasons making this decision, it is wise from
anair-flow perspective and affordable fedimancial point of view:
1. Since the energy consumption of SEE coolers is remarkably lower than conventional coolers
on the market, it seems to be economically affordable to pay ¢heslémtricity bill
associated with them.

2. Placing the coolers in a fasdace position in front of the cabinets will minimize the air
flow complications in the cold aisle. This method delivers the coolest air to the cabinet due
to a minimized distance resulting from the straight path which the cold air travels on to the
racks.
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3. Since the cold-air generation in the SEE cooler is evenly distributed all over its surface,
different areas of the cabinet in the bottom, middle and top receive the same air flow in
terms of temperature and velocity. As was discussed before, an even supply of cold air to the
cabinets is of great significance to achieve the desirable energy efficiency.

4. Due to the high density of equipment and the consequent high level of heat generation, the
designers have allocated one cooler for every two cabinets which ensures the cabinets will
receive an adequate amount of cold air. In addition, this layout highly contrénutes to
overall symmetry in the room reducing the heat loss by equal circulation of cold air.

6.3.4. Highly-Efficient Cable Management

One of the main issues which the designers of Green Room have paid enough attention to is
effective cable management. While many conventional datacenters face numerous problems as the
result of messy cablings both inside and outside of the cabinets, the GreeonBRemimhas

managed to resolve these issues thanks to consideration of cable holders, trays, ladders and other
devices necessary to tidily fix the position of cables and cords in the system.

In terms of cable management, there are numerous areas which have been taken into account while
constructing the Green Room:

1. Usage of proper products providing effective cabling routes. Power cables & Data cords
have been separately grouped together to prevent electromagnetic interference. Inside the
cabinets and using sufficient number of holders, the cables have been mounted on the sides
of rack to minimize the blockade of cold air blown into devices and exhaust air coming out
of them. On the top of the cabinets, all cables are neatly mounted on a horizontal cable tray
(inside the cable racks) which starts from the first cabinet in each row and continues all the
way to last one at the end of rows. This approach hugely increases the accessibility of the
cables and reduces the confusion and complexity when access to the right cable is needed
for maintenance, replacement or other purposes
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Figure 28: 3D view of Green Room including the position of cable racks (ANCIS, 2011)

. Together with the position of the cables, the proper size of them facilitates better air flow
and reduces the heat inside the cabinets through optimized space utilization. Based on the
introduction given about cabling earlier in this paper, choosing more compact cables will
definitely ensure better results during the test period and will later enhance a more reliable
networking.

. Cable labeling is another important factor which the developers of Green Room have been
aware of. It not only facilitates the cable documentation thRwWyh®E HUO\ RUJDQL]DWL
also looks "easWw R G H DvDiclz sirdpligs trouble-shooting.

Figure29: A demonstration of effective cable management in Green Room
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7. Pre-Measurement Requirements & Uncertainty Analysis

In this chapter, the necessary steps needed to be taken in order to achieve reliable measurement
accuracy have been explained. The very first step was to choose the right sensors & measurement
devices in the market suitable for this test. Subsequently, a Calibration process seemed to be
inevitable to adjust the accuracy of different sensors used in the project. Finally, an uncertainty
analysis was carried out to determine the accuracy and therefore, reliability of all the data collected
during the test.

7.1. Description of Sensors & Measurement Devices

There are two major categories of components used for measurement in the test process. The first
group consists of all the sensors displaying the temperature & pressure in the Test Room. The
temperature sensors are located in different locations inside the room to make sure that adequate
temperature-related data will be gathered during the test period. Temperature sensors are installed
on the roof over the hot aisle, the outlet of middle chillers & inlet/outlet of the dummy loads. In
addition, the real equipment in the racks (Core Router and Blade Server) have their own built-in
temperature sensors & displays. Each SEE cooler in the room has 12 inlet built-in sensors, 1 outlet
sensor and finally one room sensor which they make up totally 14 sensors per each cooler.

Pressure sensors in the room are confined to 4 Siemens sensors installed in outer corners of the
room adjacent to the control room. Regarding the power load measurement, it must be taken into
consideration that some components of the system (Routers) run on DC power. As a result, power
measurement devices are needed both for AC- & DC-run equipment. Measurement of power load
has been done individually ffDFK FDELQHW XVLQJ "&DUCIRviceDMIEnE Ly HQH
Switchboard Room; -DQL]D $& SRZHU P HD NaxX béeR HpgaNicalyHs¥tL upHfpr
calculating the total AC power load of the whole system.

Below, a complete list of the sensors & measurement devices has been complied and it indicates the
QHFHVVDU\ LQIRUPDWLRQ L QuaiyGnist@liatioh KehtiynHQaGcRraby\Vfar@® P H
of each. It is obvious that for convenience, it has been categorized into two main groups of
"6HQVRUVu "OHDVXUHPHQW 'ddates Met inBtKlled keledoidun@ddiad W H U
devices having the built-in temperature sensors.
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Table 5: Temperature & Pressure Sensors Specifications Used in the Test Room

Quantity [ Type & Installation Accuracy
Location Range

Room Pressure Siemens 4 Kimo CP301-BOP, 2 Corners +1 Pa +05%
Sensor of the datacenter, adjacent to
the control room

Temperature SensorsgsIEInEIE 6 QAA2012 , QBE2002-P10, From « f&
QBM®65.1-1, QAE2112.015 +0.6°C

2 on middle chiller row 1, 2 or + 04 % FS (Full
middle chiller row 2 and 2 as scale)
roof sensors in middle positio

hot aisle 3% FS
From - « fé&
+0.95°C

Core Router 48 (Assumption): IGintegrated  + 3°C Max
Temperature Sensor circuitfemperature Sensors

(Example: LM75, DS1631),

Built-in sensors inside the Co

routers
Blade Server 16 (Assumption): IC Temperatur: £ 3°C Max
Temperature Sensor Sensors, Built-in sensors insit

the Blade Servers
Dummy Load Honeywell 60 C7068A1007, Thermistor, Inle £ 0.3 C at 25°C
Temperature Sensor & outlet of all dummy loads

inside the racks
Room Cold Aisle Honeywell 10 Thermistor, Cold aisle , roof
Temperature Sensor position, facing each of the 1(

coolers in both rows
Roof Temperature Honeywell 16 RTD (resistance temperature * 2.5°C
Sensor detector), TD series, On roof

the Test Room over the hot

aisle
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Rack Power Load CARLO 20 EM24 DIN +15%

W EES I a ey GAVAZZI

veaswementeveey ]
1

AC Power Fluke Three-Phase Power Logger + 0.5%
Measurement Device (Fluke 1735)

DC Power
Measurement Device

Wireless Thermo T&D 40 RTR-51A, Primarily set up inl Avg. + 0.5
Recorder & outlet of heaters. Will be us

in various locations inside the

room.

Cooler Built-in
Temperature sensor
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7.2. Calibration Process

It is obvious that in order to get the most reliable result from the sensors, they need to be calibrated
first. To calibrate the sensors used in inlet and outlet of the heaters, the used standard device with
the assigned correctnesRTR-5 Wireless Thermo Recorder (also known as radio |dguess)

data collectors are designed to be accurate in collecting, managing and monitoring the thermal data.

The whole calibration process can be categorized into two phases:

1. u6WDQGDUG 'HY LEaHpatbd @ thE WikMsEs R@rmo recorders to ensure the
desired accuracy & correctness.

2. u8QLW 8QGHU 7HVWpu &DOLEUDdMbRtN pfecebs WHH R €y@uafeK D V H
WKH DFFXUDF\ RI DOO WKH VHQVRUV LQYROYHG LQ *UH
adjust them by obtaining and applying the right correctness value if necessary.

7.2.1. Standard Device Calibration

Before starting the tes&8of these Wireless Data Loggers had been taped up together for 24 hours

to make sure that they were calibrated to each other in the first place. These T&E RTR-
wirelessly collect the thermal data and record it in their memory. Another interesting usage of these
loggers was real-time monitoring of a favorable number of them on the screen in the control room.
Using their exclusive software, the current readings of any selected Remote Unit was possible to be
monitored and viewed at fixed interval in a simplified graph form. Since these loggers are
tremendously accurate, the plan was to optimally take advantage of them and use them as
temperature sensors in different parts of the aisles and at different heights as well.

In addition, the recording interval of these loggers could be set to satisfy different needs for
different tests. For instance, if one of the tests required a more intense data collection process in
WHUPV RI WLPH WKH LQWHUYDO FRXOG EH VHW WR "HYHU\
obvious that smaller intervals meant more thermal data and more precise thermal graphs. Since the
purpose of this part is not describing the functionality of the radio loggers, this issue will be
comprehensively touched upon later.

The loggers were divided up in different groups and then had their sensors taped up and insulated
from the environment by carefully wrapping a special kind of foam around them. In addition to this
2-layered insulation, the whole groups were placed inside a vacant room with ambient atmosphere to
ensure that they would enjoy the minimum disturbance in terms of temperature, humidity and
pressure. After approximately 24 hours, all the insulation was removed from the loggers all the
recorded values form the devices were downloaded and compared. First of all, the average
temperature value from all the devices was calculated and expectedly, most of the loggers were
functioning within the desirable accuracy range close to this mean value. The loggers with
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unexpected values were calibrated using and the base unit by applying their correction values in the
exclusive software.

7.2.2. Unit under Test Calibration

The data loggers were taped up with the sensors inside the racks and thermal data was obtained
from both groups and compared together to make sure the test sensors were as accurate as possible
within their functional specifications. The sensors caliXatddQJ 5DGLR ORJJHUV LQFO X
LQOHW RXWOHW VHQVRUV SXPS ddi3é¢rN VW RHH FVHR OV Q (Y ARG
sensors located inside the hot aisle. Since the to-be-calibrated sensors outnumbered the Radio
loggers, this phase of calibration was completed in 2 rounds.

Totally, 18 loggers were used to calibrate each SEE coolers. 9 were symmetrically mounted on the
FRROHU:V VXUIDFH DQG WKH UHVW-fansyskent RISt RogheBs Wwéikr FD O L
taped up together with the sensors and carefully insulated for one hour. The average temperature

acquired from both the sensors and loggers were recorded and compared to each other to determine

the correction value for each of them. Finally, these correction values were applied to the devices to

obtain the required accuracy. More specifications regarding these loggers (including the accuracy
range) has been previously pointed out in Table 5 (wireless thermo recorder).

Figure30: A group of Radio loggers used for calibration & during the test
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7.3. Uncertainty Analysis
Most of the uncertainty ranges can be determined directly from the equipments characteristics and
manuals, refer to Table 5.

Moreover, since the required accuracy range or uncertainty of the different sensors used for
measurement was obtained, the uncertainty of all the required secondary data can now be calculated
from the primary data found from measurement.

Recall the formula that was mentioned previously in this report, assuming independent variables,
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7.3.1. Uncertainty Calculation for the power usage effectiveness (PUE)

As mentioned before, PUE is a way to calculate the efficiency of the system.
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In order to predict the uncertainty of PUE, some assumptions need to be made. Assuming that the
roomis operated at maximum capacity (around 380 KW of total IT load), and ne&iggsigad

2k 2 = @ pi@Rd assuming a value of PUE = 1.1 would be reached, and then the maximum cooling
capacity 2» 3 3 g uGan be calculated should be considered th&} ;5 g pipgludes both cooling
production and cooling load of the equipments inside the room. In addition, both Janitza and Fluke
devices were used to measure the AC power inside the Green Room, and it is assumed that the total
cooling production will be measured using instruments with similar accuracy range.

For the total IT load, both Carlo Gavazzi and Janitza measurement instruments are used, and
therefore, for PUE uncertainty calculations, the instrument with larger accuracy range is assumed to
be used (worst case scenario). Referring to Table 5, the accuracy range for both Janitza and Fluke
devices is 0.5 % and for Carlo Gavazzi is 1.5 %.

Having all these assumptions, the maximum uncertainty of PUE will be estimated
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7.3.2. Uncertainty Calculation for the coefficient of performance (COP)

Coefficient of performance (COP) is another way to calculate the efficiency of the system. It is
expressed as the total load produced by all the IT equipments divided by the load used to cool them,
therefore,
2A .
% 12
L,aaRUau

Same assumptions as PUE are taken in order to predict the uncertainty of COP.
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7.3.3. Uncertainty Analysis Conclusions

It is concluded from this basic pretesting uncertainty analysis that all uncertainty ranges found either
from instrument manual or calculated are acceptable for the purpose of the tests driven. The
approximate uncertainty of COP found can be considered a bit high, but it is to be mentioned that
the green room is a global technology which can be used into many cooling production cases. This
means that cooling production can be generated using totally free cooling, or using geothermal
energy, or by conventional chillers (refer to ché®e2.8 For each of these cases, different
system efficiency with a different COP or PUE will be obtained.

For instanceboth a worse case with a COP much lower than 10 for a conventional chiller system,
or a better case with a COP reaching 20 with a geothermal or free cooling system can.be obtained
But for the current state at the actual test site, the error range of COP driven from measurement can
be considered as acceptable. For more about calculations for each case cooling production case
refer to chapters B4
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8. Test Methodology & Results

Tests were carried out during a three-week period. In this period, many criteria were changed in
order to get wide variety of data leading to the best conclusions. In general, 25 tests were performed
and they can be categorized into 5 major groups.

1)

2)

3)

Pre-testing: Test 122

The purpose of these two tests was to ensure the well-functioning of the whole system. For
that reason, these tests were run at O power load and thus not much importance will be given
to them in this report.

Efficiency testing: Test 3214 and Test 25

In total, 13 tests were carried out to specifically evaluate the efficiency of the cooling system
E\ DSSO\LQJ GLIIHUHQW YDOXHV IRU SXRK&WOWHSHH QO REIX G
addition, before beginning Test 13, all the gaps, empty spaces, holes & openings in inside the
room were carefully taped up to ensure the minimum air leakage and fluid mixture. This
sealing process took almost half a day and actually accomplished the ultimate sealing
FRQGLWLRQ UHIHUUHG WR DV "WRWDO LVRODWLRQu LQ F

Flow leakages and temperature distribution testing: Test 12

Test 12 was exclusively conducted to determine which parts of the room were suffering
from air flow leakage as a result of sealing imperfections or unwanted hot/cold air mixture.
To achieve so, an infra-red camera was employed to provide accurate thermal images of
different parts of the room including back & front of the cabinets, cable trays, SEE coolers,
hot aisle ceiling, containments & finally the whole cold aisles themselves.

The outstanding accuracy of FLIR SC<E WKHUPR FDPH UNth BApERe D QLHG
the volunteer cameraman provided an essential documentation of illustrated thermal data for
Green Room. Later in this report, a selection of interesting thermal images taken during this
test will be presented and sufficiently anatgzadpoint the leakage areas and find out the
solutions.
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4)

5)

Temperature rise testing: Test 1316 and Test 2% 24

The pre-conditions for these 4 tests were engineered to evaluate the thermal tolerance of the
dummy loads and also the time it takes to reach the maximum safe temperature according to
KHDWHUV: VDIHW\ LQVWUXFWLRQV 7R DFFRPSOLVK WKL)
the whole cooling system including the pumps and SEE coolers was off.

Meanwhile, the temperature of different parts of the room was being recorded and to obtain
even more accurate charts, the logging time of the wireless thermo recorders was reduced to
every 5 seconds. The maximum temperature reached inside the room relied on thermal
WROHUDQFH RI WKH KHDWHUV:- VDIHW\ FOLFNHUV PRXQ\
clickers wasWR FXW RIl WKH HOHFWULFLW\ VXSSO\ WR WKH Kt
heating. The maximum temperature which these clickers would bear was approximately
between 50° to 60° C but due to the variable proximity of them to the plates inside different
heaters, they did not have the same thermal tolerance.

As a result, when the room temperature rose to a certain point, clickers begun functioning
DQG WXUQLQJ RIl WKH KHDWHU SODWHYVY UHVXOWLQJ LQ
data during these tests including the precise thermal graphs provided by the radio loggers
was documented and will be demonstrated later in this chapter.

Containment effect testing: Test 1222

This series of tests were particularly carried out in order to determine how much the
hot/cold air mixture prevention would be effective compared to a half-sealed or entirely
unsealed room. To achieve thifFEHUWDLQ FRYHULQJY LQFOXGLQJ WKH
the cardboard-made vertical and horizontal stripes used on the walls of the room (adjacent
WR WKH WZR FRROHUV: URZYmatfoH bbthimredf@muteseRests @ill 7 KH |
be used to investigate how effective the sealing was in terms of energy efficiency.

Note that in Test 17 the room was still fully sealed and thus this test can be also considered
and studied amn Efficiency test.
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Table6: 00 §Z 3 *3«[ u VU 0&PoweBloAdD  °

Coolers Coolers Heaters

Date row 1 fan | row 2 fan | fan speed
speed (%) | speed (%) [ speed (%) (%)
30 85 50, 60 25
13/09/11 30 85 50, 60 55
30 85 50, 60 55
14/09/11 30 50 50 48
15/09/11 30 75 50, 60 48- 53
30 75 50, 60 48- 53
20/09/11 30 75 50, 60 48- 53
30 85 50, 60 48-53
30 100 50 48-57
21/09/11 100 100 50, 60 48- 57
160 100 50, 60 48-57
22/09/11 80 85 50 48-52
23/09/11 30 75 50 48- 53
80 75 50, 60 48- 58
27/09/11 0 0 0 48- 58
0 0 0 48- 58
80 100 60 48- 58
80 90 45 48- 58
28/09/11 80 90 45 48-58
80 85 45 48- 58
80 80 45 48- 58
80 92 45 48-58
0 0 0 67
29/09/11 0 0 0 67
60 82 45, 50 52

Notes from the above table:

¥% In Test 11, 160% pump speed percentage means that in addition to the main pump, the
backup one was in operation as well. This pump is principally installed as a backup unit to
immediately replace the main one in case of any breakdown but the aim of this test was to
run both pumps simultaneously. The main pump was functioning at 100% operational speed
while the backup one was running at 60% of the full speed.
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60) means that CKF to CKI were operating at 50%, but CKJ facing the
Router_Server_Vendor2 racks were operating at 60% of its full speed (refer to Appendix
V).

¥% ,Q VRPH WHVWVY LQVWHDG RI KDYLQJ RQH VSHFLILHG YI
certain range was shown the table. Due to the non-identical design of the heaters, the best
percentage for every heater was manually found and set to continuously keep all the heaters
on below the clicking point. (This was achieved by increasing the fan speed on the heaters
which clicked to reduce the temperature inside the heater).

8.1 Analyzing Efficiency tests

8.1.1. Plate Heat Exchanger Efficiency (Effect of Pump Speed)

In order to study the effect of the pump speed on its @wariety of tests with different pump
speed was compared. In fact, 4 groups of tests were carefully compared to each other and it is
noteworthy that each group contaesss with the similar pump speed

Moreover, since the purpose is to exchange the maximum possible heat in order to cool the hot
fluid, therefore the temperature difference between the fluids and the thermal efficiency of the hot
fluid was the reference in this analysis (refer to Chapter 6.2.2.4.1, Efficiency of a Heat Exchanger).

First, from the test data obtained, the following table shows the inlet and outlet temperature of the
fluids in each heat exchanger for each pump rack, for different tests.

Figure31: The heat exchangers of each pump rack
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Table7W ~ § A op ¢ (}E %opU%oe[ %o " E *posS S U% E SUE (}E 00 %oHU% * Ve

e Pump rack 1 Pump rack 2
iyl Test# KB_A KB_A KBC KB C KB B KB B KBD KBD
Speed in(°C) out(°C) out(°C) In(°C) in(°C) out(°C) out(°C) in(°C)

4 16.9 19.5 17.4 20.5 16.8 19.9 17.2 21.5
5 17.6 21.8 18.1 24 17.5 22 18.1 24.7
30 % 6 17.5 22 18 24.8 17.3 225 18 25.4
7 16.5 215 17.2 24.2 16.5 21.9 17 24.7
9 17.6 21.8 18 24.2 17.4 21.7 17.9 24.6
13 16.7 21.1 17 235 16.5 21.3 17.1 24.2
25 14.7 18.7 16.3 18.8 14.5 19.3 16.7 19.6
14 15.1 19.6 16.7 20.1 14.9 20.3 17.1 20.8
100 % IO 16.8 21.5 19.4 21.3 16.5 22.3 20.1 22.4
- 11 16.8 215 18.9 21.8 16.6 22.3 19.2 22.7

Note that while testing, these values were only recorded for the efficiency tests. Also note that test 8
is missing in the above table due to data absence.

iOéc‘)U'&iﬂé&iUéBﬁg rrT

The following formula can be recalled from Chapter 6.2.2(341: ————— ;
loaouXkbBaouxpr

Therefore the following table,

Table 8: Hot fluid thermal efficiency for bothpu %, E I[* %0 § Z afvadduZ purip sheed tests

[ Pumpracky Pump rack 2

e Test "7 .%B& R Ry "7 .%B'R) Ry "7 B_C/Dout Ry
Sl # KB_A/BIn) (°C) (%) KB_A/Bin) (°C) (%) /KB_A/Bin)(°C) (%)

4 0.5 86.11 0.4 91.49 0.45 88.80
5 0.5 92.19 0.6 91.67 0.55 91.93
6 0.5 93.15 0.7 91.36 0.6 92.25
7 0.7 90.91 0.5 93.90 0.6 92.41
9 0.4 93.94 0.5 93.06 0.45 93.50
13 0.3 95.59 0.6 92.21 0.45 93.90
25 1.6 60.98 2.2 56.86 1.9 58.92
80 % L] 1.6 68.00 2.2 62.71 1.9 65.36
L% 10 2.6 42.22 3.6 38.98 3.1 40.60
11 2.1 58.00 2.6 57.38 2.35 57.69
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It is concluded from the above table that the best results were obtained for a 30% pump speed,
givingan average temperature difference between the hot fluid out and the cold fluid in of around
0.5°C and a thermal efficiency of around 92 %.

8.1.2. Finned Coil Heat Exchanger Efficiency

8.1.2.1. Effect of Pump Speed

In order to study the effect of pump speed on the build in liquid to air coolers heat exchanger, also
called as finned coil heat exchanger, more or less same procedure was done as Chapter 8.1.1.1 but i
a more complex environment. This is because not only the pump speed is a variable in these tests
but also the fans speed of the coolers that control the flow of the hot return air. Both of these
variables are essential for the efficiency study of the finned coil heat exchanger. In this chapter, only
the effect of pump speed is studied therefore tests are compared in a way that they have different
pump speeds but similar cooler fan speed.

Note that for this study, temperature values of the inlet and outlet of both KB_C and KB_D for
each row are obtained from the Siemens temperature sensors in the pump room. It iseérue that th
real temperature value of KB_C and KB_D at the inlet and the outlet of the coolers will be slightly
different than the one taken in the pump room due to the heat exchange with the environment while
WKH IOXLG LV WUDQVSRUWHG WKURXJK SLSHV EXW IRU WKH
effect on determining the best efficient speed and such an assumptions will have to be taken.

Figure32: Liquid to air SEE cooler heat exchanger
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The following table shows the average of both fluids KB_C and KB_D inlet and outlet and average
hot fluid return air and coolers outlet for 2 chosen sets of tests, where each set has 2 tests with
different pump speed but similar coolers fans speed in both rows.

Table 9 Thermal data for tests sets including same coolers fans speed but different pump speed
Set # Pump Test KB _C/D KB _C/D Return [ Coolers out| Coolers out
Speed (%)| # inlet (°C) outlet (°C) (°C) row 1 (°C) | row 2 (°C)
1 30 7 17.1 24.45 35.25 21.04 19.22
80 14 16.9 20.45 33.50 17.83 17.44
2 30 9 18.45 24.4 33.32 22.09 18.26
100 10 19.75 21.85 32.95 20.43 20.02
Now for each test, the temperature difference betweeH tbo RXWOHW KBLMamdQG DYH

KB_D is found as well as the hot fluid thermal efficiency for each test. This will allow comparing
the effect of pump speed on the finned coil heat exchanger.

The results for both sets are illustrated in the following table.

Table 10: Hot fluid thermal efficiency for the liquid to air heat exchanger SEE coolers for tests sets including
same coolers fans speed but different pump speed

T (Coolers out/K8_C/D im) (O
1 30 7 3.03 83.31

- 80 14 0.735 95.57
2 30 9 1.725 88.40

It is concluded from the above table that for each set, a higher pump speed results in a slightly

higher thermal efficiency for the hot fluid and a lower temperature difference. This is taking into
consideration the finned coil heat exchanger alone.

But since this is a whole system bases on two types of heat exchangers, and since previous results
have shown that the best heat efficiency was obtained for a lower 30 % pump speed, then more
analyses should be done in the future studies on this system

7TKHUHIRUH WKH WHPSHUDWXUH GLIIHUm@r¢dolarid (KBEABI Q FRRC
inlet fluid is also calculated in addition to the total thermal efficiency (assuming that both heat
exchangers works as one, and thus finding the thermal efficiency of the whole system). This will give
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us an idea of the thermal efficiency of the total system. In this sense, the thermal efficiency of the
total system is calculated as,

Cepcesaath@mcessaaccrac | .
&Jégégléls ﬁ%r%': ;

Cegceaaath@snuaroc
And thus comes the results,

Table11: Hot fluid thermal efficiency taking the whole system (both heat exchangers) for tests sets including
same coolers fans speed but different pump speed

Set Pump Speed Test | "T (Coolers out / KB_A/B in) A ssosy
1 30 7 3.63 80.64
2 30 9 2.675 83.09
It is now concluded from the total thermal efficiency results that as a total system, there is not much
effect of the pump speed of the system sinwerks in opposite effect on both heat exchanger.

This gives more stability and flexibility to the system, and thus the best pump speed is the lowest
RQH SRVVLEOH JLYLQJ XV WKH UHTXLUHG &RROHU:-V RXWOHW

Furthermore, the lower the pump speed, the less cooling load in the system, and thus higher COP
and lower PUE, which means better efficiency of the whole system.

As a result of all the above, it is concluded that the best pump speed to use is 30%. More studies
should be done to see if 30% is in fact the lower possible pump speed to be used, but for this stage,
it is believed so. In addition, since the pumps are utilized on only 30% of their capacity, it can be
concluded that they are unnecessarily oversized for this size of the room and this power load.

All the values above suggest that the results have been conttadietal was theoretically

designed before the actual measurements conducted. It was believed that increasing the pump speec
would lead to a reduction in cooleperatioal temperature which is proved to be wrong based on

the analysis above. Moreover, the automatic control system of the room for future operation was set
in a way that if a lower operation temperature was needed, the control system would order the
pumps to speed up

If this had occurred, it would force the pumps to run on full speed and therefore enormous amount
of energy would have been wasted. As a, mesuét studies should be conducted on this issue in
two directions. Firlst the minimum allowed pump speed should be found. Based on measurement
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and calculations, it was true that a 30 % pump speed gave us approximately the same average
coolersoperational temperature. However, based on the CAD drawing templates of the tests, it can
be noticed that a higher pump speed provides a more stable temperature values if outlet temperature
values of coolers are compared (comparison included different positions of a specific cooler as well
as different coolers between each other).

Thus this effect should be studied and the minimum allowed pump speed must be set and
introduced to the control system. Furthermore, it is now believed that the pump rack heat exchanger
was inefficient and need to be changed or optimized for a better heat transfer at high pump speed.
In fact, a better heat exchanger of pump racks will lead to lower cgdexhperature when
increasing the pump speeds as it was established originally in the control system.

8.1.2.2. Effect of CoolefSpeed

In order to study the effect of coolers speed alone on the efficiency of the finned coil heat
exchanger, and based on the previous results, tests will be studied with fixed pump speed of 30%
(refer to Chaptei®.1.1.1 and 8.1.24dnd different coolers fan speed.

Therefore, the chosen tests for this study and their coolers fan speed and other data recorded
needed for the study are presented in the following table,

Table12: Data on the tests carried out with similar pump speed of 30%

Coolers Coolers | KB_C/D | KB_C/D

row 1 fan | row 2 fan outlet Return | outrow 1| out row 2
. speed (%)| speed (%) (°C) (°C)
50 50 17.3 21 31.17 18.53 17.38
75 50, 60 18.1 24.35 35.70 20.90 18.96
| 6 | 75 50, 60 18 25.1 35.13 20.58 18.84
75 50, 60 17.1 24.45 35.25 21.04 19.22
[ 9 ] 100 50 18.45 24.4 33.32 22.09 18.26
75 50 17.05 23.85 34.49 20.50 18.44

Due to the fact thatwW KH FRROHU - \sam8 id rb@® 27 tBrivpeveikird difference and thermal
efficiency calculations were performed for row 1.
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Tablel13: Temperature efficiency at different coolers fan speed percentage tests with similar pump speed of 30%

Test Coolers
#

row 1 fan speed | “T (Coolers out / KB_C/D in) ¢
(%) (°C) (%)

50 1.23 91.13
75 2.8 84.09
75 2.58 84.94
75 3.94 78.29
100 3.64 75.52
75 3.45 80.22

As seen in the above table, the best temperature range and higher efficiency were obtained for the
lower fan speed value of 50%.

Note also that there is not a big difference between the highest efficiency value obtained and the
lower one due to the design of the heat exchanging where hot air share a relatively large area with
the cold fluid.

From the results obtained, it can be said that the whole system is in homogeneous. That means that
lowering the fans speed will increase the efficiency of the heat exchanger as well as it will reduce the
cooling production, increasing COP and thus the efficiency of the whole system. And therefore,
finding the appropriate cooler fan speed is totally dependent on the heat load of the computers that
need to be cooled as well as on the air flow inside the room. In fact, the air flow provided by the
coolers should be enough taking into consideration how much of this air is tdlccataty of

the computers.
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8.1.3. Green Room Efficiency

8.1.3.1. Undesired Heat Transfer vs Air Flow

Perhaps one of the most problems that affect the efficiency of the cooling system in a data center is
the unwanted heat transfer in the room between the cooling fluid and the environment before
reaching the computer cabinets. This heat transfer or heat gain is highly dependent on the condition
inside the room. This includes how the room is sealed and isolated from the outer environment, but
more important, how the air flow is controlled inside the room, and how much hot and cold air are
isolated from each other. Consequently the better the flow is controlled and the better cold air is
isolated from hot air, the less undesired heat transfer will take place between both air flows. As a
result, a better and more efficient system is achieved.

From here comes the main idea of the green room. The green room is perfectly closed and sealed
from the outer environment as well as fluid flow is controlled separating and isolating both fluids
(refer to Chapter 6.3.2).

In order to show how well cold fluid is isolated in the green room, temperature difference between
coolers' outlet and cabinets' inlet was found for each test. This was done by installing radio loggers
on both coolers outlet and cabinets inlet in a way that most points are covered (horizontally and
vertically) inside each row.

Radio loggers are high efficient temperature measuring instrument, that can record and store in
memory all recorded value based on a time interval set by the user. Temperature values can be late
extracted either wirelessly (through radio signals from each radio logger to a universal receiver,
covering a certain range of area) or manually by connecting this receiver to each radio logger by
itself. The extracted time base temperature values can be then saved both as graphs and as numerics
values. For more, refer to Chapter 7.2.1.

Figure33: Wireless and manual extraction of radio loggers' temperature stored values
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Figure 34: Different positions of radio loggers on the coolers (left) & cabinets (right)

To see radio loggers positioning in the coolers and cabinets in the whole room, the following picture
illustrate all positions with radio loggers' numbers and temperature values chosen from one random
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test. Keep in mind that positioning can differ between one test and another; in some tests all radio
loggers are used to study one single row rather than both of them at the same time.

Figure 35: Detailed position of radio loggers on the coolers and cabinets in both rows

In Figure 35 it is quite noticeable that no radio loggers were positioned on the right side of the
coolers (under fan 3) due to the lack of radio loggers (around 40 available) and to the fact that each
cooler contain temperature sensors at that particular side that can be read from the digital display of
the cooler.

Logging was done at an interval of 1 or 2 minutes for most of the tests, and value were extracted
and used to illustrate charts showing average coolers' temperature as well as average cabinets
temperature at each row based on time.
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For the purpose of this study, only the average temperature difference will be presented for every
test. Moreover, some charts from particular tests will be also illustnafell radio-logging time
base values and all available charts for all tests, please refer to Appendix Il.

Also note that in this section only the efficiency tests are dealt with. More precise temperature
difference between coolers and cabinets will be seen later in this report when studying efficiency
versus Containment effect testing (Test 17 to 22), Chapter 8.4.

Table14: Lowest, highest & averag®T for all efficiency tests

| Rowl(CKA-CKE) |  Row2(CKFCK)
A EH MnF Max P AEHR MnF Max P
0.140 0.106 0.321

1.068 0.835 1.580 NA

0.205 0.097 0.319

0.321 0.252 0.405 0.490 0.284 0.805
| 6 | NA 0.169 NO 0.330
0.375 0.187 0.560

“ 0.193 0.056 0.305

0.440 0.359 0.576

0.457 0.359 0.579 NA

0.449 0.330 0.537

0.362 0.302 0.435

0.288 0.213 0.430 0.118 0.060 0.200

It is seen from the above table that the maximum temperature difference was obtained for Test 3
(1.068 °C) which is more than the double of the second max value obtained (Test 11, 0.457 °C).
This is probably due to the fact that Test 3 was the first test with load and therefore continuous
manual supervision was necessary for safety reasons. This has caused the green room doors to bg
continuously opened during the test which has allowed more heat exchange with the outside
environment which explain the higher temperature difference obtained.

Asageneral view, it is then concluded from the above table that the green room provides an average
temperature difference between coolers and cabinets inlet of around 0.5 °C which is way better than
most other technologies. Based on data from other TeliaSonera sites, a regular raised floor cooling
system working at its best can provide a temperature difference at hot spa® °ap More

about comparing with other measured values from real sites can be seen (refet@@nichble

Figure 38).

Here come temperature difference charts of some tests based on time.
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Figure 36: A selection of thermal differential graphs versus time
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Note that in order to see all time based values with all the charts for every test refer to Appendix I

$OVR QRWH IURP VRPH FKDUWY WKH IOXFWXDWLRQ XS DQG C
fluctuation of the cabinet inlet (mostly seen ichihe of Test 4). This is because of the fluctuation

of the initial main coolant temperature that is supplied from the cooling production of the site. The
most stable temperatures obtained were for Test 14.

More precise view was made for some tests by finding the temperature difference between coolers
and each position of the cabinets (high, middle and low). As said before, radio loggers were
positioned at 3 different positions in the cabinets and therefore it was possible to extract data and
FDOFXODWH WHPSHUDWXUH GLIITHUHQFH EHWZHHQ FRROHU\
FDELQHW .V S RuHinats pogtidd.QG ORZ

Figure 37: Sketch of the three vertical positions of radio loggers on cabinets' inlet

The results are illustrated in the following table,

Tablel5: Assod 8 Pd A]3Z % Refi®]lpygérs on the coolers & cabinets

e Row 1 (CKACKE)
"Thigh  "Tmiddle T low

NO 0.777 0.068
10 0.391 0.629 0.301
11 0.274 0.751 0.345
13 0.152 1.086 0.108
14 0.271 0.652 0.163
17 0.135 0.297 0.433
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It is concluded from all the data presented in this section the relatively small temperature gain of the
cooling air before it reaches the cabinets (a max value of about 1 °C). But more importantly, the
rough symmetry in the different vertical positions in the racks, which is one of the main advantages
of the green room design. In fact taking into consideration vertical positions, the max difference
between lowestT and highestT was for Test 13 were the lowest was at high position (0.108 °C)
and the highest at middle position (1.086 °C).

It is noted also that the maximuih for almost all test is at the middle position. This can be clearly
noticed also in one infrared picture presented later in this report, refer td(Fitheaeason for

this is unknown, and no more investigations were carried out for this case because of the excellent
values of "T obtained. (Allowing the cold air reaches the cabinets with an almost intact
temperature)

To see more the advantages of this symmetry, it is convenient to refer to the results of TeliaSonera’s
Sauna report written by Svante Enlund on 18 May 2009. According to the Sauna report,
measurements were done on 5 data centers sites that have raised floor cooling system which is
considered the standard solution for many data centers around the world. Due to this high
unsymmetrical cooling method, temperature measurements were done in order to identify the
hottest spot which indicate the highest temperature difféi€raoed compare it with the best or

lowest temperature difference position.

The following table and chart illustrate the results obtained from the Sauna report adding to it the
worst result obtained from measurement (Test 13) and one of the best results (Test 17). It should be
considered that both the poorest and finest values are achieved by combining the two factors, value
R | T'and symmetry between the positions

Tablel6: Hottest spots and temperature difference at real measured sites compared with Green Room

Site 1 | Site 2 Site 3 Site 4 | Site 5 | Green Room| Green Room
(worst test) (best test)
mm (°C) 1 0.11 0.13

13.9 138 146 139 248 1.1 0.43
129 136 136 121 234 0.99 0.3
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It is clearly noticed the huge difference between the green room values obtained and other data
centers with raised floor. It would have been also good to compare the green room values with

other cooling technologies, but unfortunately this was not possible due to lack of available data.

Even though, it is clearly concluded from the green room results that the cold air reaches the

cabinets with almost an intact temperature which is one of the most important advantages of the

green room regarding efficiency. Effectively, this allows us to operate in a higher coolers outlet air
temperature, which means that the max main coolant fluid temperature value that is used to supply
cooling for the coolers is also increased, which allows us in its turn to use free cooling at higher
outdoor temperature. This means that more free cooling along the year will be used or at worst less
cooling production occurs for warm weather countries all over the year. This will increase more and
more the efficiency of the whole system and decreases the cooling cost.
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8.1.4. COP and PU Calculations

8.1.4.1. Test Site

Referring to Table, Sterpolation was done to find the cooling production in summer and winter
for every efficiency test having its total load which was obtained through measurement.

Referring to Chapter 4, the coefficient of performance and the power usage effectiveness can be
calculated for every test of the efficiency tests category.

It should be noted that due to lack of data or suspicious data resulted from human error in reading
the values, some tests were eliminated from this list.

Table17: Resulted COP & PUE values for the conducted tests based on cooling production in Test Site in both
cases, summer and winter

(kW) (kW)
160.0 157.9 1.9 145 464 980 331 1119 1.322
159.3 157.6 1.6 14.4 46.2 9.99 334 1114 1316
353.4 346.6 3.2 31.9 1025 1006 3.34 1122 1.326
B 3556 3507 3.2 32.1 103.1 1007 3.34 1116 1.318
351.3 3485 3.2 317 1019 1005 334 1109 1311
|l 356.9 3505 4.2 32.2 1035 981 332 1123 1.327
WER 3559 3492 5.9 321 1032 936 326 1.129 1.333
355.3 350.7 9.5 321 1030 854 316 1.133 1.335
324.8 302.5 6.0 29.3 94.2 920 324 1192 1.406

It must be noted from this table that the total load means the total measured load obtained from the
Janitza measurement device. This unit measures the power load at an early location of the circuit
where the losses refmito as ‘'UPS power lossebas not taken place yet. In other words, the IT

load is obtained from measurements taken by Carlo Gavazzi unit where the UPS power losses has
already taken place. As a result, in the PUE calculatidh, sth&s gidg the difference between

total load and IT load. In addition, it is important not to forget that the air purifier consumes 400 W
which goes undeg; g5 4n PUE calculation, while neglecting all other power consumption factors
such as lighting.
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8.1.4.2. Conventional Chillers

A software created by TeliaSonera is able to estimate the cooling production load produced from
one of the finest and most efficient chillers found in the market. Based on these estimations, the
cooling production needed for every test is calculated redatinggtotal load inside the room.

From these values, COP and PUE were calculated for all the tests.

Tablel8: Estimated COP & PUE values based on software simulation of best chillers available in the market

Test# | Total Load | IT Load Cooling within | Cooling production | COP
(kW) (kW) room (kW) (kW)

160.0 157.9 76.0 2.05 1.509
159.3 157.6 1 6 75.7 2.06 1.503
353.4 346.6 3.2 167.9 2.07 1.515
355.6 350.7 3.2 169.0 2.07 1.506
351.3 348.5 3.2 166.9 2.07 1.497
356.9 350.5 4.2 169.6 2.05 1.515
355.9 349.2 59 169.1 2.03 1.521
355.3 350.7 9.5 168.8 1.99 1.522
324.8 302.5 6.0 154.3 2.03 1.605

8.1.4.3. Geothermal

Using the same software, cooling production supported by geothermal technology is estimated. Due
to the incredibly low temperature losses between coolers outlet and cabinets inlet as discussed in
Chapter 8.1.3.1, operation can be done in a higher cooling outlet temperature, and thus a big
guestion is raised. What is the maximum coolers outlet temperature that can be reached in the
Green Room and still satisfying the need of the computers and servers to be cooled?

According to ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning
Engineers, Inc.) and NEBS (Network Equipment-Building System) standards, the coolers
temperature inside a data center is recommended to be between 18 and 27 °C. Whereas the
maximum allowable equipment inlet temperature is 32 °C according to ASHRAE and can reach up
to 40 °C according to NEBS. For these reasons, COP and PUE in this section were estimated
considering two cases of coolers temperature outlet.
The first one is 22.5 °C which is a value close to the ones obtained while operating the tests and the
second is 27 °C which is the maximum recommended value according to ASHRAE and NEBS.
However, it is believed that due to the low temperature loss in room, operation at values higher than
27°C may be possible, and thus giving potentials of increasing even more the efficiency. Therefore,
more studies should be conducted to expand the knowledge about servers and routers used in the
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real operation of the Green Room. This will provide reliable answers to the question of the
maximum temperature giving the best optimization of the cooling consumption.

Taking into consideration 22.5 °C operation temperature, the estimated values COP and PUE for a
geothermal cooling production system for every efficiency test are presented in the following table,

Table19: Estimated COP & PUE for geo cooling production with operational temp of 22.5 °C

Test # Total IT Cooling Cooling COP PUE
Load Load within room production
(kW) (kW) (kW) (kW)

160.0 157.9 1.9 4.8 23.94 1.058
4 159.3 157.6 1.6 4.8 25.12 1.054

353.4 346.6 3.2 10.6 25.55 1.061
355.6 350.7 3.2 10.7 25.59 1.055
351.3 348.5 3.2 10.6 25.50 1.049
356.9 350.5 4.2 10.7 23.97 1.062
355.9 349.2 5.9 10.7 21.48 1.068
10 355.3 350.7 9.5 10.7 17.60 1.072
25 324.8 302.5 6.0 9.8 20.62 1.127

And for 27 °C coolers outlet, the results are as follows,

Table20: Estimated COP & PUE for geo cooling production with operational temp of 27 °C

Test # Total IT Cooling Cooling COP PUE
Load Load within room production
(kW) (kW) (kW) (kW)

160.0 157.9 1.9 4.2 26.49 1.054
159.3 157.6 1.6 4.2 27.94 1.049
353.4 346.6 3.2 9.2 28.48 1.057
355.6 350.7 3.2 9.3 28.53 1.051
351.3 348.5 3.2 9.2 28.41 1.045
356.9 350.5 4.2 9.3 26.54 1.058
355.9 349.2 5.9 9.3 23.52 1.064
355.3 350.7 9.5 9.3 18.94 1.068
324.8 302.5 6.0 8.5 22.49 1.123

83



8.1.4.4. Analysis and Conclusions

Based on COP and PUE calculations for different cooling production technologies, the following
conclusions have been achieved:

9 Best efficiency is obtained for Geothermal cooling production, with a COP reaching up to
28 (considering 27 °C operation) and a PUE as lovbas 1.0

9 Green Room Test Sit¢/ 38 ( LQ Zeexuodlhgy) is)about 1.12 which verifies more or
less the pre-tests estimations made in earlier stages. It is believed that utilization of a free-
cooling system can result in even a better efficiency than a geothermal system. Therefore, it
is likely that the PUE value can even fall to a much lower level than values obtain from
geothermal. This is mainly for two reasons.

Firsly, the cooling operation temperature in real test was between 17 to 21 °C (Refer to
Appendix IV for operation temperatures for every test). This range was heavily dependent
on the main coolantemperature which was fixed and set7y VW dpkenatdts.Mn

addition, it is also reliant on other factors involving heat exchanging but they do not seem to
be important for the purpose of this analysis. Therefore, by knowing the maximum allowed
operating temperature, lower PUE values can be achieved and more free cooling operating
time will be available per year (Site can be free-cooled at higher outdoor or lake
temperature).

Seconly, it is very likely that the free cooling option has not been adequently studied to be
utilized as effectively as possible. Althought free cooling in Test Site is saving energy and
money comparing to Chillers used in the summer, this should not be the only target. It is
also of great significance to study how much this system can be optimized and apply
sufficient changes to acquire the best results leading to even a more economical and efficient
system.

9 Even with the worst case of using conventional chillers, estimated values are way better
compared to the most data centers of the world where PUE goes usually up to and
sometimes beyond 2, whereas for the green room the estimated values of PUE are around
1.51. But it is to be noticed that chillers cooling production estimation is made only for
comparison purposes because while using the so&warepletely chiller based system
cooling is considered, not only for cooling production but as well for cooling within the
room by using a conventional CRAC unit, eliminating the advantages of using the SEE
coolers. Therefore, calculations done for the Test Site summer case can be a better reference
for a chiller cooling production system combined with Green Room cooling system; the
system that is clearly described in F@iréherefore the PUE for Test Site in summer is
around 1.32, which is still much better than a system operated completely on chillers.
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9 Comparing values between tests, it was clear that the best values obtained are for the tests
with less cooling production within room measured, and this is obviously for the tests
operating at 30 % pump speed, which meens less load of cooling equipments inside the
room.

8.1.5. RCI Calculations

Referring to Chapter 4, the rack cooling index high and loyy &RRCI ) can be calculated for
every test. ASHRAE Class 1 (2008) stamiasdd for the calculations, where:

Table21: Recoomended & allowable temperatures according to ASHRAE Class 1 standard

Max Allowable 32 °C
27 °C
18 °C
15°C

Refer to Figure 5.

Based on the chosen standard and referring to Chapter 4 and having temperature values at inlet of
the racks from radiologgers, therefore the rack cooling index for every test is calculated.

popsl ds p BKP=H 1RAN 6AIL
WAl ds T HKs=51A 1RAN 6AIL

ponel dsr BKP=H 7I@AN GAIL.
atl ds e iks=snA 7J0%N sAIL
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Table22: RCI values for Green Room tests

100 100
100 100
100 100
6 | 100 100
100 100
B 00 100
B 00 100
100 100
100 100
100 95.61
100 85.56
100 90.79
100 92.06
100 91.59
100 91.27
100 92.70
100 89.68

Please refer to Appendlik for a chart illustration of the different thermal points for every test used
for RCI calculation.

Using ASHRAE standard and based on the above table, It is concluded that all temperature values
taken at the inlet of the racks fall into the recommended range, except for Tests 17 to 23 where
some values were under the minimum recommended range. This means that these tests were
operated under colder conditions than recommended while it was possible to increase the
operational temperature and save energy.
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8.2. Analysis of Flow leakages & Temperature Distribution Test

As it was briefly explained in the beginning of this chapter, Test 12 was exclusively conducted to
determine which parts of the room were suffering from air flow leakage as a result of sealing
imperfections or unwanted hot/cold air mixture. To achieve so, an infra-red camera was employed
to provide accurate thermal images of different parts of the room including back & front of the
cabinets, cable trays, SEE coolers, hot aisle ceiling, containments & finally the whole cold aisles
themselves.

,Q DGGLWLRQ WR HYDOXDWH WKH HIIHFWLYHQHVV RI "7TRWD
to seal all the gaps and afterwards, thermal images were taken to be compared to the images of the
same cabinet without additional sealing. The whole test process will be broadly described in two
parts representing the main thermal test phases:

8.2.1. General Thermal Images of the Whole Room

To conduct this test, all the devices inside the room were running on full load which provided a total
consumption of 360 kW. The pump speed was set to 80% of the total power which is a high value.
The fan speed of the coolers in the first & second rows was adjusted to 85% & 50% respectively. To
evaluate the cold-air dissipation along the cold aisles (from the coolers to the cabinets), a few nets
were mounted between them at the right angle to hold the tapes revealing the temperature.

According to the thermal images taken from different parts of the room and at different angles,
there were certain areas experiencing higher temperatures. These areas include:

1. Area between the cable tray lids and the cold-aisle containment tiles.

Figure39: Thermal image of one of the cold aisles
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As the image above demonstrates, this horizontal area along the top of the lids was experiencing a
much higher temperature. (Upper left portion of the photo)

2. Long gap between the body of the coolers and the floor

Figure40: Thermal image of one of the cold aisles. The net hanging along the aisle between the parallel
cooler and cabinet is conspicuous in this picture

According to the image, it is noticeable that the gap between the bottom of the SEE coolers and the
floor was experiencing higher temperature compared to rest of the room (lower right portion of the
image).

3. Steel-made frame of the containment holding the tiles
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Figure4l: Thermal image of the ceiling in one of the cold aisles

The higher temperature experienced by the metal frame in the cold aisles is quite conspicuous in this
image. This happened as the result of the heat leakage from the return air duct from the hot aisle to
the SEE coolers.

4. Vertical gap between the adjacent coolers

Figure42: Thermal image of one of the cold aisles focusing on the gap between the adjacent SEE coolers

The vertical open area between adjacent SEE coolers was perceptibly obtaining more warmth than
the coolers themselves. It is due to heat leakage from the hot return air coming out of the hot aisle.
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5. Higher part of the cold aisles

Figure 43: Thermal images of thé' told aisle captured at 2 different moments

As these two selected images display, generally the higher part of the cold aisle receives more
warmth compared to the bottom. To be more specific, the net was perpendicularly mounted
between one of the coolers and its opposite cabinet. To achieve the highest possible thermal
accuracy, 5 horizontal and 2 vertical rows of tape were attached to this net at different distances.
The surprising point is that the distribution of heat seemed to be uneven and hence unpredictable at
the bottom of the net close to the floor. For instance, the first horizontal tape from the bottom in

the left image is noticeably colder than in the right one. The second and third horizontally-mounted
tapes are having almost the same temperature distributionimdgath (tapes are slightly warmer

in the right photo) while the two upper tapes have different Thermal conditions

These two tapes are obviously warmer in the right image than in the left one. These thermal images
approve that in certain circumstances, the bottom of the aisle might be the coolest part but there are
some exceptions which it is warmer than the middle of the aisle.

8.2.2. Specific Images of one Cabinet Before & After the Sealing

After taking general thermal images, it was decided to seal one of the cabinets completely and
observe the differences by taking thermal images of different parts of it. The sealing was carried out
using different kinds of tape to cover both the front and back of this cabinet. The hypothesis was
WKDW "WRWDO LVRODWLRQM ZRXOG PDNH D FRQVLGHUDEOH
all other cabinets in the room. Below, the thermal images of the cabinet without the additional
sealing reveal some of the areas which suffered from heat leakages:
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1. The narrow horizontal gap between the blind folds on both front and back of the cabinets

Figure 44: Thermal image of front of a cabinet focusing on the gaps between blind panels

2. The vertical gaps at both ends of the cabinet on the sides.

Figure45: Thermal image of front of a cabinet focusing on the sides

3. The gap between the highest blind panel and the cable plug board.

Figure46: Thermal image of top front of a cabinet
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4. Inside the cabinets

As the image from the back of the cabinets in the hot aisle displays, one of the cabinets (the circled
one in the image) is suffering from a high level of leakage. The reason for this is probably the
mistakenly-left-lids on two sides the cabinet which caused a direction of cold air flow from the sides
of the rack to the hot aisle. Moreover, more or less identical leakage behavior was observed above
each heater (blue color above most of heaters in figure below). This can be due to a small gap above
and between the heaters. The gap was too small to be covered with a blind panel which caused high

cold air leakage toward the hot aisle (the side lids and all the gaps between the coolers were totally
saled after this test as shown in Figuje 48

Figure 47: Thermal image of back of the cabinet row in the hot aisle

After Test 12 and based on the desirable result of sealing and proof of its noticeable effectiveness on

the efficiency, it was decided to carry out what is refdfied DV ~W R WiBsCQribed/IR @aB WL R Q u
6.3.2. All the areas sealed in this phase of the project were comprehensively discussed in part 6.3.2
and below, a couple of photos are selected to visualize this phase of the project:
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Figure 48: Random pictures of the areas o

H% (}E "S}S o J*}o S]}v_
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8.3.Analysis}( "d u%o EZ$UE d S
8.3.1. Introduction

As was briefly discussed in the introduction part of this chapter, these series of tests were carried out
to evaluate the thermal tolerance of the dummy loads and also the exact time it takes to reach the
highest safe temperature. To achieve this, all dummy loads were switched on while the whole
cooling system including the pumps and SEE coolers was kept off.

Among these four thermal te$tgp of them were conducted with the heaters running on 50% of

the total load while the other two performed with heaters on full load. Basically, two types of graphs
were provided to monitor the test and determine the critical points including the exact beginning
time of the temperature rise & the maximum thermal capacity:

1. Thermo-chronological graphs provided by Radio loggers
2. PowerORDG JUDSKV SURYLGHG E\ 6LHPHQVE pFRQWURO V\V

In respect of the Thermo-chronological graphs, only one out of eight utilized groups of radio
loggers have been used to demonstrate the conditions throughout the tests. Each of these groups
includes several loggers which can be distinguished by different colors on the graphs. The process of
each test and the way each graph was utilized to reach final conclusions will be thoroughly discussed
in the following parts.

83.2.d 5« A]3Z >}A E , Speed(Spatedy
Table23W Z}}u[e %}A E o} v « 3 Aopue]vdesin~
Test # Room load Pump Coolers row 1| Coolers row 2| Heaters fan
(kW) speed (%) | fan speed (%)| fan speed (%)| speed (%)
48- 58

160 O 0 0 48-58

7KH ILUVW WZR WHVWYV ZHUH FRQGXFWHG ZLWK VHWWLQJ Wi
which had been the average fan speed set for most of the previous tests. Test 15 was carried out
with heaters running on the full load (340 kW). Test 16 was performed under the same conditions
but with the heater half loaded (160 kW).

The first graph covers both tests chronically and provides a broad point of view on the critical
moment during the tests. As it is quite conspicuous on the graph, the recorded maximum
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WHPSHUDWXUH IRU WKH ILUVW WHVW LV VOLJKWO\ KLJKHU W
in the different power loads of the heaters. To specifically analyze each of these tests, they will be
studied in separate parts.

Figure49: Thermal- ZE}v}o}lP] o0 PE %Z }( "S uU% & SUE E]e _ S S

8.3.2.1 Fully-loaded Heaters (Test 15)

As it is shown in Figure 50, two critical points (A & B) have been determined for this test. Point A is
the exact time when the whole cooling system (including SEE coolers & pumps) is turned off and
therefore, the temperature inside the room begins to rise gradually. This increase surge continues to
pointBZKLFK LV WKH "%UHDNGRZQu SRLQW $W SRLQW % WKH
point that triggers the clickers mounted inside the heaters.

As was touched upon before, the responsibility of clickers are to cut off the electricity supply to the
KHDWHU:-V SODWHYV ZKHQ UHDFKLQJ D FHUWDLQ WHPSHUDW X
clickers on different heaters, not all of them act at the same time. In other words, point B is the
instant that the first clicker goes off, turns off one heater and consequently reduces the overall
temperature of the room. After a while and gradually, more & more clickers go off and the total
number of running heaters dramatically reduces and reaches zero in the end.

The significant value expected tob&€ TXLUHG DV WKH UHVXOW RI WKH WHVW
In fact, this is the time which Green Room takes to reach a breakdown point in case of a total
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cooling system collapse. According to Figure 50, it takes 7 minutes and 10 seconds from when the
cooling system stops working to when the temperature reaches its maximum safe limit.

Figure50; Thermal-chronological graph of Test 15

Figure 51 demonstrates the power load of the system chronologically and acknowledges the values
extracted from the radio loggers. As it is noticeable on this graph, the total power load dramatically
drops to less than 330 kW which is a sign of beginning of clicking

Figure51: Power-chronological graph of Test 15
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8.3.2.2. Half-loaded Heaters (Test 16)

, QWHUSUHWDWLRQ PHWKRG RI WKLV WHVW:V JUDSKV LV FRF
mentioned before, the only difference between this test and the previous one is the reduced total
power load. (160 kW) Figure 52 displays the total temperature transmitted by radio loggers
chronologically.

Figure52: Thermal-chronological graph of Test 16

As the graph demonstrates, point B happens 13 minutes and 36 seconds after point A this time. The
UHDVRQ IRU D ORQJHU $:% FRPSDUHG WR WKH SUHYLRXV W
considerably less and therefore it takes a longer time to reach the maximum safe temperature and set
off the clickers. Surprisingly, a 50% reduction in power load resulted in a 47% increase

(S 2PB2EO0F, | riyylQ WKH OHQJIJWK RI $:%

<5:200ea
7KLV VKRZV DQ H[WUHPHO\ KLJK OLQHDULW\ UDWH EHWZH]|
7TROHUDQFH /HQJWKpn LQ *UHHQ 5RRP

Rate of Linearity = 6 F%; Lo

7KLV OLQHDULW\ UDWH LV YHU\ FORVH WR WKH LGHDO DQG
length of rescue time for Green Room will be reduced to half. This rate provides an interesting
insight to how to design the automatic safety system regarding the available time.
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83.3.d 3« A]3Z ,]PZ & , 3§ @Jrsctled)” %o

Table24W Z}}u[s % }A E o} v ¢« Aopge]vdesii~1

Test # Room Pump Coolers Row 1] Coolers Row 2| Heaters Fan
Load (kW) Speed (%) | Fan speed (%)| Fan speed (%) Speed (%)

@ o : : o

The second group of tests was conducted a few days later and it was decided to increase the fan
speed to 67% of the total for all of the heaters. Similarly, the first test was carried out with the full
power load (320 kW) & the second one was conducted with half power load (160 kW).

Figure53: Continuous thermal-chronological graph of Tests 23 & 24

8.3.3.1. Fully-loaded Heaters (Test 23)

This test was carried out while the heaters were running at full load creating a total of 320 kW. Just
like previous tests, points A & B were recorded using the online logging graphs based on the

transmitted data by the r & ORJIJHUV 7KH UHOLDELOLW\ RI WKHVH FULWI
3RZHU /RDGu JUDSK VKRZQ ULJKW DIWHU WKH ILUVW RQH $
OHQJIJWK RI $:% IRU WKLY WHVW LV PLQXWHV DQG VHFRQG

Comparedto Test 16 &% KDQNV WR WKH LQFUHDVH LQ WKH IDQV:- VSHH(
by 2 more minutes. Since the fan speed for heaters in Test 16 was not quite the same, it is
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impossible to determine exactly how much the fan speed was increased in Test 23 but generally, 9-
RI LQFUHDVH LQ IDQ VSHHG RI WKH KHDWHUV UHVXOWHG L

Figure54: Thermal-chronological graph of Test 23

Figure55; Power-chronological graph of Test 23
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8.3.3.2. Half-loaded Heaters (Test 24)

Test 24 was carried out under the same conditions as Test 23 while the total power load of the
heaters was reduced to half (160 kW). It is crystal clear that this reduction led to a much longer
$:% ZKLFK LV PLQXWHY DQG VHFRQGV IRU WKLV WHVW

Figure56: Thermal-chronological graph of Test 24

Figure57: Power-chronological graph of Test 24
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Surprisingly, a 50% reduction in power load resulted in a 47% in&é‘a%a%?%oﬁ
srr LnawyLQ WKH OHQJWK RI $:%

This shows 76% rate @ LQHDULW\ EHWZHHQ "3RZHU /RDG 5HGXFWLRQu
in Green Room which is considerably lower than the same value resulted from the tests with lower
fan speed for heaters.

Rate of Linearity = 6 F--—227 ; | nyix

8.3.4. Conclusions

Theoretically, it is necessary to conduct more tests at different fan speeds & power loads to get close
to a reliable conclusion but based on the limited number of tests carried out, it can be concluded
that:

1. Itis likely that by increasing the fan speed of the heaters, the effectiveness of the fans to cool
down the room and consequently lengthefiingp ZLOO GHFUHDVH

2. The less the power load of the heaters, the less heat they generate and therefore, the longer
$:% ZLOO EH

3. While the room is unsealed, the exhaust air has the chance to partially escape from the room
and therefore, it takes a considerably longer time to reach the maximum temperature.
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8.4. Analysis of Containment Effect Testing

8.4.1. Introduction

One of the determining factors affecting Hé ILFLHQF\ RI *UHHQ 5RRReV FRROL
sealing conditions. In Chapter 6.3.2, it was discussed that theoretically, a perfect sealing condition is
likely to deliver the highest efficiency by minimizing the unwanted air flow mixtures and undesirable
leakages. To prove this hypothesis in practice, a couple of tests were conducted with the aim of
FKDQJLQJ WKH GLITHUHQW LQVXODWLRQ FRPSRQHQWYV RI WKF

The removable covering parts in the system include:

Cabile tray lids over the cabinets (In cold aisles)
Cabile tray lids over the cabinets (In hot aisle)
Wall coverings between the SEE coolers

Wall coverings under the SEE coolers

Wall covering plates above the SEE coolers

arwNPE

8.4.2. Comprehensive Description of Removal Process

The sealing removal process was performed in three general phases each associated with at least or
complete test. In the beginning, Test 17 was carried out by placing the Radio loggers in hot aisle and
both cold aisles. The detailed explanation on position of radio loggers for this group of tests has
been already visualized in part 8.1.3.1. In actual fact, Test 17 served as the primary test with primary
sealing conditions which all the coverings were in place without any intervention.

Test 17 was carried out as usual and the results were recorded. Images below illustrate the initial
sealing conditions inside and outside the Room which this test was performed under.

Figure58: Initial sealing conditions inside the room
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Figure59: Initial sealing conditions outside the room

In the next phase, the steel-made lids covering the cable trays were removed in all aisles. In fact, the
intention of this phase was to determine the effectiveness of covering the gap between the top of
the cabinets and the ceiling. By doing so, fluids from hot aisle and cold will get together through this
passage above the cabinets and therefore hot air is allowed to mix with the cold one highly reducing
the efficiency of the system. Only one test (Number 18) was performed under these conditions and
the necessary data was acquired.

Figure60: Naked cable tray after removal of steel-made lids over the cabinets
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This group of tests proceeded with the next phases of sealing removal which is associated with Test
19. In this test, all the paper covering used under and betweek tteoI8rs in both rows were
removed. These covering served the room as the outer walls and removing them meant direct
uninterrupted contact between the air flow inside the Green Room and the surrounding air outside
of it. Note that the plates removed at the previous test were put back again in order to study only
the effect of mixture with the outer environment, and not with both cold and hot fluid together as

in the previous test.

Figure61: Back of SEE coolers after removal of paper-made covers from beneath and between them. (Picture
was taken from outside of the room)

In the final phase of this group of tests, the remaining covering plates above the SEE coolers which

were basically functioning as the upper parts of the outer walls were removed. As a result, it was
expected to experience a lower efficiency compared to the previous test as a result of a high mixture
between the return hot and surrounding cold air, which will also exchange heat with the cold aisle

through the gaps in between and under the coolers. Three tests were performed in these conditions,
Tests 20, 21 and 22. The difference between them was the famotgrsed in row 1 in order to

see how much it can affect fluid mixing &d E L iQed tdhperatur@efer to Table 6).
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Figure62: Back of SEE coolers after removal of all covers surrounding them

8.4.3 Results and Analysis

In orde to study the effect of a properly-sealed room versus a poor one, once again the temperature
difference between coolers outlet and cabinets inlet are found and studied using radio loggers (refer
to Chapter 8.1.3.1). But more, due to the fact that while unsealing fluid mixing with environment is
allowed at different positions of the room, a more precise view is by finding temperature difference
between coolers at different vertical positions of the cabinets in the room (refer to Figures 34 and

37).

The results obtained are illustrated in the following table,

Table25: Temperature difference at different vertical positions between coolers and cabinets

Row 1 (CKACKE)

Row 2 (CKFCKJ)

Test
H|gh Mlddle Average H|gh Mlddle Average

0.135
3.412
0.359
0.742
0.935
0.632

0.297
0.687
0.829
1.010
1.129
1.128

0.433
0.689
1.101
1.299
1.463
0.941

0.288
1.596
0.763
1.017
1.176
0.900

0.164
1.914
0.820
1.006
1.164
3.410

0.076
0.067
0.080
0.061
0.045
0.010

0.115
0.067
0.110
0.091
0.135
0.146

0.118
0.683
0.337
0.386
0.448
1.189
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Figure63: Temperature difference charts of coolersand Jv S§[e ](( & vS$ é&&t}lg] Hbihvrowsl

Removing the plates above the cabinet in Test 18 made an air passage mixture between the air from
the hot aisle and the one from the cold aisle, affecting most the top position of the cabinets. This is
clearly seen in the above charts of Test 18 where the temperature difference between coolers and
high position of the cabinets is around 3.4 °C, and only 0.7 °C for the middle and lower position
considering row 1.
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Figure64: Temperature difference charts of coolersand v $[¢ ](( & vS§ &t} Hpihvrows
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Removing covers in between and under coolers in Test 19 has caused mixing between cold aisle air
and the surrounding air from outside the room. This mixing was done from all directions (air
penetration between coolers) but larger mixing was done in the lower position of the room (air
penetration under coolers). This is clearly seen in the above chart for Test 19, row 1, where the
maximum temperature difference is between coolers and cabinet low position (1.1 °C), followed by
the one between coolers and cabinet middle position (0.83 °C) and therefore the minimum
difference is between the coolers and the cabinet high position (0.36 °C).

It is obvious as well from the charts of Test 19 that what was just ex@l&ritedpQly Yur row 2.

This is estimated to be caused by the fact that row 2 has a much lower coolers fan percentage speed
(45%) than row 1 (90%). Therefore, fluid is in row 2 is much better mixed and hot fluid mixture has
enough time to rise upwards while its way to reach the cabinets, and therefore cold fluid drop
downwards (cold fluid has higher density then hot fluid). This explains the high temperature
difference between coolers aRd E L IgH Wosiion, and the very low difference for the middle

and low position (around 0.1 °C).
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In Tests 20 to 22, the same scenario as Test 19 has repeated itself but with slightly higher

temperature difference. This is because the surrounding air exchanges heat with the hot return air
and the cold aisle at the same time. It therefore acts as a heat carrier from the hot aisle to the cold
aisle. Same scenario is also noticed in row 2 of each test since the coolers fan speed remained
unchanged.

Referring to Tables 7 aBf and looking at row 1 of each test, it is also concluded a higher coolers

fan speed will results in a less heat transfer rate between cold air and surrounding outlet air which
results in an average lower temperature difference between coolers and cabinets. Test 22 has the
lowest of these 3 tests wah average temperature difference of 0.9 °C and coolers fans speed of
92%.

For a complete time base data and additional charts, please refer to appendix /l.

As a general conclusion, even though it is shown that a completely covered or sealed green room is
much better than an unsealed one in both symmetry and value; it is also noticed referring to Table
15 and Figure38 that an unsealed green room is still much better than a common raised floor
cooled room.
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9. Conclusions

The main purpose of this paper has been to describe all different phases of this project, obtaining
the results and analysis them to approve (or reject) the hypothesis explained in the first chapter. In
addition, it was crucial to stress on the importance of an efficient cooling technology for data centers
from different perspectiveBifferent categories of tests with different purposes were carried out

but the main aim of most of them was to examine the efficiency of the system through performing
COP and PUE calculations.

In addition, another group of tests was conducted to determine the characteristics of the air flow
inside the room and locate the leakage areas and hot spots (Using infrared ThiraBeS)}H U D W X U H
ULWHIWVWY ZHUH FDUULHG RXW WR GHWHUPLQH KRZ ORQJ LW
level and other group of tests provided valuable data regarding the effectiveness of a complete
sealing inside the room versus un-sealed condition. In many occasions, the results were compared
with available data acquired from other cooling solutions in the market.

$V D UHVXOW LW LV H[SHFWHG WKDW UHDGHUV FDQ HDVLO
cooling systems in the market and judge the results. The Green Room was proven to have many
advantages which have helped it to outpace many of its market rivals in terms of efficiency. For
instance, COP estimated in this paper can rise to 28 if the Green Room concept is combined with
geothermal cooling productionQ RQH ZRUG WKH K\SRWKHYV L-¥ffigckeht" *UHHQ
FRROLQJ V\VWHP IRU GDWD FHQWHUVuy KDV EHHQ DSSURYHG
and a degree of estimations.

The advantages of the Green Room concept over many of its rival approaches in the market are
effective aisle sealing, lack of a raised floor, fluid-mix prevention, distinctive layout of SEE coolers
inside the room, efficient cable management and finally, considestgpwex consumption of

SEE coolers thanks to their effectual design.

Although the technology described in this paper is still recent and results are highly satisfactory, it
still can be expected that the Green Room including real devices instead of dummy loads will be
different. As was described in the paper, the way the dummy loads were allocated to the cabinets
was close to a symmetrical pattern. In the real world, it is not always possible to mount the devices
inside the cabinets in the way that a symmetrical power load or air flow is achieved. Due to technical
restrictions, companies are often obligated to place similar devices (Based on functionality or power
requirements) close to each other which makes it hard to achieve an even air flow distribution inside
the datacenter.

One of the main advantages of the Green Room over typical raised floor approach is that the flow
rate of each SEE cooler can be controlled and desirably manipulated. This feature is advantageous
because a higher air flow rate can be directed towards high-heat-dissipating equipment in the racks.
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In fact, different equipment with different cooling needs have the chance to receive appropriate
levels of air flow rather than being delivered equal amounts of fresh air.

A couple of recommendations have been made in order to improve the Green Room approach and
boost its efficiency and they are included in the next chapter. Other important issue to ed consider

by cooling-system developers is that even if the same conventional chiller-based approach is adopted
for the cooling production, Green Room still achieves a far better COP than a raised-floor-based
FRROLQJ V\VWHP XVLQJ FKLOOHUV $FFRUGLQJ WR WKH FDO
chile-rEDVHG FRROLQJ SURGXFWage Q¢ ati ¥Q WV Q BlRrAsdaNcddalirgdt DV
VA\VWHPpu 7KLV VLPSO\ PHDQV WKDW havéldhQ@pé&r&iBnal aystdi KIQ RO R ¢
most half of the conventional systems in the market in terms of energy consumption for cooling
purposes.

This difference will become larger if sustainable technologies like free- or geothermal-cooling are
HPSOR\HG DV WKH FRROLQJ SURE GrEéh RBOQ is%dth\@rReGdnamicalV W D Q
and environmentally-friendly technology and this remark is backed up by sufficient scientific
evidence provided in this paper.
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10. Recommendation® Future Tasks

In this chapter, a list of the areas which need to be further investigated or improved has been
provided It should not be neglected that an ambitious approach like this always has the potential to
be tested with more diverse variables to reach a higher certainty for the ultimate céwsdlusions.

was discussed before, other studies must be carried out to reach a wider range of calculated values
and even more precise conclusions.

1.

Detailed heat transfer calculations associated with flow rate calculation of air through the
cabinets. Flow rate calculation inside the cabinets is important in order to make sure that the air
flow absorbed by the computers inside the racks is slightly higher than the air flow provided by
the coolers. This is necessary to make sure that the room runs in under-pressure conditions
resulting in reduction of any form of air recirculation, which will decrease the total efficiency of
the system. Therefore, there is a need to study the best way to calculate this flow rate; more
measurement on site tests can be needed to be done.

Based on the analysis done in Chapters 8.1.1 and 8.1.2, it is concluded that more studies should
be done in order to identify the minimum allowed pump speed used in the pump rack rooms.

In addition, the efficiency of the current heat exchanger used in the pump racks need to be
studied an improved to discover the optimal values leading to a better heat transfer.

Determine the exact maximum temperature of coolghst air allowed (isd7 °C? can it be

more?). This value is dependent of the maximum inlet temperature allowed for the computers
and servers to be cooled down. Moreover, after calculating this value, the maximum thermal
value for main coolant fluid used to supply cooling for the&@H#ts can be also determined.
Afterwards, it will be possible to calculate the maximum outdoor temperature at which free
cooling becomes a feasible opfidns eventually allows a better "free cooling” throughout the

year or at least less cooling production for locations with warmer climate. Ultimately, this will
gradually increase the efficiency of the whole system and reduces the cooling cost subsequently.

More research should be conducted in order to predict minimum power loss inside UPSs,
Switchboards and etc value. It is necessary to find the lowest possible value especially while
buildinganew data center because this value affects the PUE of the data center. The more the
losses, the higher the PUE and the lower the efficiency of the system.

It is needed to conduct more temperature measurement studies (especially in the hot aisle) while
the room is operating with real devices. For this purpose, it is recommended to use a highly
sensitive infrared camera device similar to the one used in the Analysis of Flo& leakage
Temperature Distribution Tests. Using the infrared camera, studies will be carried out in the
cold aisles as well as in the hot &mace in this project all dummy loads were identical and
only 2 real servers were used, there is still more to be studied.
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In real operation, infrared pictures in hot aisle (such as Figare A@t expected to be that
homogeneous simply because some servers will be hotter in the outlet and it might be needed
to increase the cooling supply. In order to be more efficient, studies can be conducted to see if
higher amount of cold air can be diverged towards that particular sensor, keeping the overall
cooling supply inside the room constant. The other problem likely to occur and needs to be
investigated is that devices start stealing the fresh air from each other leading to a more
dramatically uneven distribution of air and formation of hot spots.

6. Itis believed that free cooling at the Test Site in winter should have provided even better values
in COP and PUE calculations made. As a rés®ét cooling system at this site should be
carefully studied and if possible, optimized. The purpose is not to reach lower figures but rather
to optimize the system and push it to its limit and determine how much energy it is capable of
saving. This can enormously increase the efficiency and lower the cost.

7. To conduct a precise study of Geothermal cooling system including the cooling production
calculations and determining the advantages, drawbacks, suitable conditions and restrictions of
using it. It is also necessary to study the universality of geothermal cooling system and feasibility
of its establishment in different geographical locations both inside Sweden and around the
globe. Finally, it should be compared with all other available efficient technologies in the
market.

8. To carry out a detailed financial study including investment cost, return on investment and
money saved per year for investing on the best possible cooling technology for chosen sites.
For example, if iis found that both geothermal and free cooling are available for a specified
site,a financial study will be of great importance to determine which one to choose. The final
decision must take into account that although geothermal technology is thencestirssbf
initial cost but instead, it is a very efficient solution compared to a chiller-based system.

9. A thorough study needs to be conducted in order to determine exactly how much electricity will
be saved after applying the Green Room technology in a certain TeliaSonera site. Based on the
results, it will be possible to precisely determine the amount of carbon dioxide saved from
emitting per year.

10.1t seems to be economically profitable to sell the excess heat from data centers enjoying the
Green Room approach to neighboring residential areas or a district heating system if possible.
The feasibility of selling the heat to another facility or utilizing it for domestic heating purposes
hugely varies depending on the location of the data center. However, there are data center
facilities utilizing an advanced mechanism in which they can choose whether to use this excess
heat for their own offices or feed it to the district heating network as energy input.
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11.

12.

13.

Although practice of selling heating energy or trading it with cooling energy is not dependant on
the internal cooling system approach, it is certainly worthy to be considered as an option to save
operational costs for facilities utilizing Green Room in the future.

To improve the design of some components of the.Bomnstace,the cable-tray lids over

the cabinets can be designed in a way that provides both a great insulation and fine accessibility.
The tiles used in the ceiling can become more resistant to over pressure by adding additional
weight over them or fixing them in place.

During the tests, it was noticed that the cabinets were suffering from numerous leakages due to
its poor design. The design was so inefficient that air was easily allowed to re-circulate between
the edges and blinds inside the racks. This became clearly noticeable in the infrared images
captured in Test 12 (Figurt 45 and46) and afterwards it was decided to manually tape up

all air leakage passages especially inside the racks (Figure 48). Therefore, it is crucial to searcl
for best available racks in the market enjoying an appropriate design guarantying minimum
leakage. It is also needed to conduct a study on how much the design of the cabinets effect the
total efficiency of the system.

It is important to remember that this project is considered as a High-Density Green Room with
up to 350 kW of power load. TeliaSonera has serious plans to adopt the same approach for its
mid- and low-density data centers too. The design of the room as well as the layout of quantity
of SEE coolers for such data centers are different from this project. Similar studies should be
carried out to study different aspects of Green Room approach for mid- and low-density data
centers.
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11. Glossary

P+ 8« KK Air-handling unit for cooling and HVAC systems
&RROLQJ WRQ «««««««&2600 BTU to cool 1 ton of air

(FROQRPL]JHU ««««« « « « «&eoling device that utilizes outside cool air for cooling
B&) (€« &« KKK KKK KKK Power, cooling, floor space, and environment
BUHFLVLRQ FRROLQJ«Rirpoiting €eoling closest to heat sources for efficiency

5DLVHG I0RRU ««««« « «&evated floor with cabling located under the floor

115



12. References

Abegg, B., Koenig, Umpact of Climate Change on Winter Tourism in the, S@esstehlbir
Resource & Environmental studies , Australia National University, Canberra, Depal
Geography, University of Zurich, P86-

Ahlenius, H., UN Population Division, Natural Earth, 2005

Alexander, W.J.R.., BaileyERegrgy & Environmé&fmiume 18, Number 6, 2007.

ASHRAE. 2008. Special publication, thermal guidelines for data processing environments
Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc., Atlanta, GA.

Bentley, R. W. 200Qlobal oil & gas depletion: an okasngyvPolicy 30, no. 3 (February): 189

Bjorklund, J., Limburg, K.E., Rydberg, Ilipact of Production Intensity on the Ability of
Landscape to Generate Ecosystem Services: An ExaripladoppoalJreedemics, 1998. P29, .
291

Bohi D.RM.A. Toman, Thdconomics of Energy Skmwiy Academic Publidkderaell
MassachusefSA., 1996

Bonanno, A., Busch, L., Friedland, W.H., Gouveia, L., MingiofideE5lobalization of Agric
& Food.University Press Of, K&%has

British Council By Tyndall Centre for Climate Change ReskaBctefing on Climate Char
CitiesP 5-12, 2004

C.A. MacKinnon, 2009he Rise & Fall of Raised FldGnige]

Available at:
http://www.processor.com/editorial/article.asp?article=articles%2Fp3111%2F35p11%2F3
[Accessed 11 October 2011].

Church, N., Why Our Food is So Dependé&nthbisi@itl by Powerswitch (UK), April 1 2005.
116



D. Heilman, 201X5eothermal Cooling Sy§ielimne]
Available at: http://www.processor.com/articles//P3307/26p07/26p07.pdf?guid=
[Accessed 15 October 2011].

Datacom, Equipment Power Trends and Cooling Agydgmatiatisn of Heating, Refrigeration
Air-Conditioning Engineers, Atlanta, GA, 2005.

Donowho, B., HighPerformance Datacenter Call for Innovative Coolin§eneohfones
Manager, Chatsworth Products, Inc. Printed in Mission Critical Magazine, February 2008

Ebbers, M., Galea, A., Schaefer, M., Tu Duy KhienThel.Green Data Center: Steps for tt
An IBM Redpaper publication, 2008

Energy Bulletin, 2008/hy Our Food Is so Dependenf@inlitd]
Available at: http://www.energybulletin.net/node/5045
[Accessed 1 June 2011].

Enlund, S.Measurements Q 2009 Haninge DC (Projetel&etmadra Energy Solutions, 2009

Greenleaf, J., Harmsen, &alysis of impacts of climate change policies orceobgyRetciagnt
from http://ec.europa.eu/environment/integration/energy/pdf/cces.pdf, 2009

Guillermo ArayaHeat Exchanger Analysmversity of Puerto Rico, Department of meche
engineering. Spring 2004

Heinberg, R., Lerch, IPpst Carbon Reader: ManagingKth& BIQ W X U\ -V 6 XRUWighé
by Watershed Media in collaboration with Post Carbon Institute, Distributed by the Uni
California Press, 2010.

Hernandez-Murillo, RCities As Centers of Innp¥ttmmomic Synopses, 2003

Holman J.PExperimental Methods for Engaezith edition, 2007

Herrlin, Magnus K., Analysis of Maximum Allowed Heat Dissipation in Data Centers w
Coolers, ANCIS, 2011

117



Killman, W.Climate Change & Food S&Q0Ry Piii, 20

McCarthy, M.P., Best, M., Betts, RCAimate Change in Cities Due to Global Warming & Ui
Geographical Research Letters, VOL. 37, L09705, 5 PP., 2010

Patel, C.D., Sharma, R., Bash, C.A., Beitelm@hekmal Considerations in Cooling Large
Compute Density Data Céetgetstt-Packard Labs., Palo Alto, CA, USA, 2002

Patterson, M.K., Fenwick, OOhe State of Data Center Cooling: A review of current air a
solutionmtel Corporation, March 2008

Philander, S.GEncyclopedia of Global W&@@i8gP62, 25

Prasad, N., Ranghieri, F., Shah, F., Trohanis, Z., Kessler, E., Shiihzate. Resilient Citirex
world Bank, 2008

Reliable Sources, 20dbw to Cope with Heat in Your Daf{é&dite}
Available at: http://www.relres.com/news/117/dealing-with-hot-racks
[Accessed 2 July 2011].

Richter, B.Beyond Smoke & Mirrors: Climate Change & EWX@gytimBtanford University 201
P1875

Schulz, G.The Green and Virtual Data Centeed by CRS Press, Taylor & Francis group,
p8-139

Scott, K.I., Simpson, J.R. and McPherson, Effects of Tree Cover on Parking Lot Micro
Vehicle Emissiodsurnal of Arboriculture. 1999, 25, 129-

Telcordia. 2006. (R. Kluge) Generic Requirements NEB&-GBRE, NEBS Requiremen
Physical Protection, Issue 3, March 2006, Telcordia Technologies, Inc., Piscataway, NJ.

The Finger Lake Institute, 20Gkothermal Heating & Ca@iniine]
Available at:

118



http://fli.hws.edu/pdf/ GEOTHERMAL%20HEATING%20AND%20COOLING.pdf
[Accessed 20 October 2011]

UN Habitat, 2011State of the World Ci@edine]

Available at: http://www.unhabitat.org/documents/SOWC10/R7.pdf

[Accessed 19 July 2011].

UNIDO, Role of measurement and calibration in the manufacture of productsAoguide dim
small and medium-sized enterprises, United Nations Industrial Development Organizatior

United Nations, DESA, Population Division 1, World Population Prospects, 2005

119



